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Q&A
Tutorial 4

I Ex 1. (b) “A bee is an animal”: Why is the existential
quantifier not added to the solution? – How would you
use an existential quantifier here? ∃X(Xb ∧ AX)? But
then we treat “a bee” as entity, not as a predicate. I
would say that we have to treat it as a predicate, since
“a bee” is not any particular bee. We can say “Maya is a
bee”, i.e. Bm.
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I Ex. 1 (d) “If an animal is gray, it is an elephant”: You added the
universal quantifier to the solution. I actually cannot see why it is
added there as we are talking about ‘an animal’ not ‘all animals’.
Should not we drop it in this case?

I would say that “if an animal is gray, it is an elephant” is equivalent
to “for all individuals which are animals it is the case that if they are
gray, then they are elephants”. Maybe this would have been a
better way of posing the question. My solution literally translates as
“for all individuals x, there exists a property X, such that if x has this
property (Xx), and this property has the property of being an animal
(AX), and this individual has the property of being gray (Gx), then
the individual is an elephant (Ex).”
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I Ex. 1 (k): is ∃X(Xs ∧ Xm) ∧ ¬ ∀X(Xj), a possible
alternative solution? So negating the universal
quantifier instead of adding an existential quantifier.
Would this still be correct?

Yes, ∀X(Xj) means “John has all properties”, and the
negation hence means “It is not the case that John has
all properties”, so there is at least one property he does
not have.
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I Ex. 1 (i): Can we move the existential quantifier for y to
the end? so the answer will be: ∀x(∃X(Xx ∧ AX)→
∃y(Cyx))

Yes, this seems fine.
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I Ex. 1 (m): You used Yx in the solution, whereas it is
already used as Yx: x is yellow. Hence, should not we
change the notation to Zx, for example?

Yes, that’s a good point.
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I Is the order relevant when we concatenate formulas
with logical “and” as in the example Xx ∧ AX ∧ Gx?

No, the law of commutativity allows us to change
formulas around here. Also, according to the syntactic
definitions we would have to put parentheses around
one pair of formulas, but this is not necessary here to
disambiguate.
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I Can we reduce ∃X(Xx ∧ AX ∧ Gx) to AGx?

No, the latter statement would backtranslate as “x has
the property of being gray, which has the property of
being an animal”. So we would here say “gray” is an
animal rather than a color.
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Tutorial 4

I Exercise 1 h): The given solution is
∀x(∀y((Ex ∧ Ly)→ Cxy)).
Is the following a valid alternative solution?
∀x(∀y((Ex→ Cxy) ∧ Ly))

Yes, this seems fine.
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Entropic Analyses of Undeciphered Scripts

Rao et al. (2009). Entropic evidence for linguistic structure in the Indus script.
Rao (2010). Probabilistic analysis of an ancient undeciphered script.
Rao et al. (2010). Entropy, the Indus script, and language.
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Entropic Analyses: Block Entropy

“Block entropy for block size N is defined as:

HN = −
∑

i

p(N)
i log p(N)

i (1)

where p(N)
i are the probabilities of sequences (blocks) of N symbols.

Thus for N = 1, block entropy is simply the standard unigram entropy
and for N = 2, it is the entropy of bigrams.”

Rao et al. (2010). Entropy, the Indus script, and language, p. 4
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Written language or not?

Rao (2010). Probabilistic analysis of an ancient undeciphered script.
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However...
“Using a larger set of nonlinguistic
and comparison linguistic corpora
than were used in these and other
studies, I show that none of the
previously proposed methods are
useful as published. However, one
of the measures proposed by Lee
and colleagues (2010a) (with a
different cut-off value) and a novel
measure based on repetition turn
out to be good measures for
classifying symbol systems into
the two categories.”

Sproat (2014). A statistical comparison of written language and nonlinguistic symbol
systems.
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Summary

I A series of studies proposed to use entropic measures
to distinguish human writing from other types of symbol
systems.

I However, the usefulness of these measures has been
called into question and needs further investigation.

17 | Semantics & Pragmatics, SoSe 2020, Bentz c© 2012 Universität Tübingen



Faculty of Philosophy
General Linguistics

Section 1.2: Measuring Morphological
Complexity



Section 1:
Information
Theory

Section 2: Formal
Semantics

References

Measuring Morphological Complexity

Languages differ with regards to how productively they apply
bound morhphemes to encode information about gender,
case, tense, etc. How can we measure such differences?

Ackerman & Malouf (2013). Morphological organization: The low conditional entropy
conjecture.
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Measuring Morphological Complexity

Languages differ with regards to how productively they apply
bound morhphemes to encode information about gender,
case, tense, etc. How can we measure such differences?

SINGULAR PLURAL
CLASS NOM NOM
1 -∅ -s
2 -∅ -∅
3 -∅ -en

Table 2: Modern English nominal inflection classes. We have left out irregular nouns
with ablaut (e.g. man/men, foot/feet), as well as foreign loanwords (criterion/criteria).
Also, genitive ’s is not considered an inflectional affix but rather a clitic.
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Enumerative Complexity

“Enumerative complexity (E-complexity) reflects the
number of morphosyntactic distinctions that languages
make and the strategies employed to encode them, [...]”

Integrative Complexity

“The I-complexity of an inflectional system reflects the
difficulty that a paradigmatic system poses for language
users (rather than lexicographers) in information-theoretic
terms.”

Ackerman & Malouf (2013). Morphological organization: The low conditional entropy
conjecture.
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Average Entropy (E-Complexity)
“The average entropy of a paradigm is the uncertainty in guessing the
realization for a particular cell of the paradigm of a particular
lexeme (given knowledge of the possible exponents). This gives one a
measure of the complexity of a morphological system – systems with
more exponents and more inflection classes will in general have higher
average paradigm entropy [...]”

Average Conditional Entropy (I-Complexity)
[...] Thus, a better measure of morphological complexity is the
average conditional entropy, the average uncertainty in guessing the
realization of one randomly selected cell in the paradigm of a lexeme
given the realization of one other randomly selected cell. This is the
I-complexity of paradigm organization.”

Ackerman & Malouf (2013). Morphological organization: The low conditional entropy
conjecture.

22 | Semantics & Pragmatics, SoSe 2020, Bentz c© 2012 Universität Tübingen



Section 1:
Information
Theory

Section 2: Formal
Semantics

References

Paradigm Cell Entropy
We can calculate the entropy for every declension, i.e. paradigm cell
(corresponding to columns in the table below), across the different
classes and their morphological markers. This is called the Paradigm
Cell Entropy (H(c)).
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Example: Nominative Singular
The entropy is defined as:

H(X ) = −
∑

i

p(xi) log2 p(xi), (2)

where each p(xi) is the relative frequency of each
marker in the cell (i.e. maximum likelihood
estimator). For instance, p(-os) = 2

8 for the
nominative singular cell.

The overall entropy of the nominative singular cell
is thus:

−(2
8
× log2(

2
8
) +

1
8
× log2(

1
8
) +

4
8
× log2(

4
8
)+

1
8
× log2(

1
8
)) = 1.75 bits/inflection

(3)
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Average Paradigm Entropy (E-Complexity)
The average of Paradigm Cell Entropies across all cells (columns) is
then the Average Paradigm Entropy.
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Average Paradigm Entropy (AVG ENTROPY)
Across 10 Languages

Ackerman & Malouf (2013). Morphological organization: The low conditional entropy
conjecture.
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Example: Burmeso (bzu, Isolate, Papunesia)

The Average Paradigm Entropy of
Burmeso is relatively low, namely,
exactly 1 bit/inflection. Note that
this is because in the paradigm
used (table below) there are two
inflectional classes with always two
different inflectional markers, so
there is consistently 1 bit of choice.

Ackerman & Malouf (2013). Morphological organization: The low conditional entropy
conjecture.
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Example: Chiquihuitlán Mazatec
(maq, Otomanguean, North America)

The Average Paradigm Entropy of
Chiquihuitlán Mazatec is relatively
high, namely, 4.9 bit/inflection.
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Conditional Entropy

“To quantify the predictability of one form given the other, we
can measure the size of the surprise associated with these
forms using conditional entropy H(Y|X), the uncertainty in
the value of Y given that we already know the value of X.”

The conditional entropy for a cell c1 given a cell c2 is then
defined as:

H(c1|c2) =
∑

r1

∑
r2

Pc1(r1)Pc2(r2) log2 Pc1(r1|c2 = r2), (4)

where “realizations” (r1, r2) stand in for particular inflections.
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Example: Genitive Singular and Accusative Plural
Assume we know the ACC.PL inflection is -i, then we know that the inflection class is 7,
and hence we know that the GEN.SG has to be -us. Thus, we have

H(GEN.SG|ACC.PL = -i) = 0 bits. (5)

Assume, on the other hand, we know that the ACC.PL is in -a. Inflection classes 5, 6,
and 8 are now possible. Hence, it is possible that GEN.SG is either -u or -os.
According to Ackerman & Malouf (2013), p. 441 we then have

H(GEN.SG|ACC.PL = -a) = −(2
3
× log2

2
3
+

1
3
× log2

1
3
) = 0.918 bits. (6)
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Conditional Paradigm Entropy (I-Complexity)
We can calculate all possible combinations of inflections and their
conditional entropies, and then average across them to get the Average
Conditional Paradigm Entropy (H(P)). This is 0.644 bits for Modern
Greek (see lower right corner in table below).
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Conditional Paradigm Entropy
(PARADIGM ENTROPY)
Across 10 Languages

Ackerman & Malouf (2013). Morphological organization: The low conditional entropy
conjecture.
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Summary

I Ackerman & Malouf (2013) propose two entropic
measures for morphological complexity: the average
entropy of a paradigm as a measure of enumerative
complexity, and the average conditional entropy of
cells as an integrative complexity measure.

I They argue that the latter is systematically lower (low
conditional entropy conjecture), and can be low even for
high E-complexity languages.

I They relate this to learnability (though this link would
need to be established by learning studies).
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Information Flow in Natural Languages

Note: “Kurzzeitgedächtnis” translates as short-term memory.

Fenk & Fenk (1980). Konstanz im Kurzzeitgedächtnis – Konstanz im sprachlichen
Informationsfluß?
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General Hypothesis

“Soll der Informationsfluß annähernd konstant bleiben, so
müssen informationsarme Zeichen bzw. Wörter weniger
Zeit – und daher auch weniger Silben [...] – in Anspruch
nehmen als informationsreiche [...]”
Fenk & Fenk (1980). Konstanz im Kurzzeitgedächtnis – Konstanz im sprachlichen
Informationsfluß?

Translation: In order for the information flow to be
approximately constant, it is necessary that signs, i.e.
words, with low information content are shorter in time – and
hence use fewer syllables [...] – than the ones with high
information content [...]
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Average Information Content of Mono- and
Polysyllabic Words

Note: “1-silbig” is monosyllabic (e.g. Baum “tree”), “2-silbig” is bisyllabic (e.g. On-kel
“un-cle”), etc.

Fenk & Fenk (1980). Konstanz im Kurzzeitgedächtnis – Konstanz im sprachlichen
Informationsfluß?
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Number of Syllables vs. Information Content

Note: “Silbenzahl pro Wort” represents average number of syllables per word, and the
y-axis (bit) represents the average information content (i.e. entropy).
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Uniform Information Density Hypothesis (UID)

“Short-term-storage and perception mechanisms, which are
involved in speech-production and speech-perception, seem
to underlie some limitations, that can be defined in terms of
information-theory and that should have some effects on
languages in the sense of linguistic universals. The
hypothesis of very similar information flow in different
languages could be confirmed [...] in 9 languages.”
Fenk & Fenk (1980). Konstanz im Kurzzeitgedächtnis – Konstanz im sprachlichen
Informationsfluß?
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Syntactic Surprisal: Psycholinguistic Models
“This report considers a definition of cognitive load in terms of [...] the
surprisal of word wi given its prefix w0...i−1 on a phrase-structural
language model. [...] Stolcke’s probabilistic Earley parser correctly
predicts processing phenomena associated with garden path
structural ambiguity [...]”

Hale (2001). A probabilistic Earley parser as a psycholinguistic model.
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Syntactic Surprisal: Usage of Complementizers

Jaeger (2010). Redundancy and reduction: Speakers manage syntactic information
density.
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Syntactic Surprisal: Gender Paradigms

“These results show that, as expected, in each of the
German cases, gender markers significantly reduce
nominal entropy [...]”
Dye et al. (2017). A functional theory of gender paradigms.

(1) Gestern
yesterday

besuchte
visited

ich
I

den
the.ACC.MASC

Arzt
doctor

“Yesterday I visited the doctor.”

“The following noun must belong to the MASCULINE noun
class, and thus nouns of all other genders are eliminated as
possible candidates in this context. In short, by
systematically partitioning nouns into different classes, a
gender marker effectively prunes the space of subsequent
possibility, delimiting the set of upcoming nouns to
class-consistent possibilities.”

Figure. Noun entropy conditioned on case
and number.
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λ-Calculus
in Modern NLP
“We have introduced a
method for converting
dependency structures to
logical forms using the
lambda calculus. A key
idea of this work is the use
of a single semantic type for
every constituent of the
dependency tree, which
provides us with a robust
way of compositionally
deriving logical forms.”

Reddy et al. (2016). Transforming dependency structures to logical forms for semantic
parsing.
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Neo-Davidsonian Style of Analysis
“We use a version of the lambda calculus with three base types:
individuals (Ind), events (Event), and truth values (Bool). Roughly
speaking individuals are introduced by nouns, events are introduced by
verbs, and whole sentences are functions onto truth values. [...] Verbs
such as acquired make use of event variables such as xe, whereas
nouns such as Disney make use of individual variables such as ya.”
Reddy et al. (2016)

English words

acquired
Disney
Pixar

Neo-Davidsonian

λx.acquired(xe)
λy.Disney(ya)
λz.Pixar(za)

Gamut

λx(λy(A(y)(x)))
λX(X(d))
λX(X(p))

Sentences

Disney acquired Pixar.
λx.∃yz.acquired(xe) ∧ Disney(ya) ∧ Pixar(za) ∧ arg1(xe, ya) ∧ arg2(xe, za)
λx(λy(A(y)(x)))(d)(p)
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Performance
“Experiments on the
Free917 and Web-Questions
datasets show that our
representation is superior to
the original dependency
trees and that it outperforms
a CCG-based representation
on this task. Compared to
prior work, we obtain the
strongest result to date on
Free917 and competitive
results on WebQuestions.”
Reddy et al. (2016)

Note: CCG is an abbreviation for
Combinatory Categorial Grammar.
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Follow-Up Study
“We introduced
UDEPLAMBDA, a semantic
interface for Universal
Dependencies, and showed
that the resulting semantic
representation can be used
for question-answering
against a knowledge base in
multiple languages.”
Reddy et al. (2017)
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Dr. Christian Bentz
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