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Introduction



The Martian Scientist (Zipfian View)

If a Martian scientist [...] received from
Earth the broadcast of an extensive
speech [...] what criteria would [...] de-
termine whether the reception repre-
sented the effect of an animate process
on Earth, or merely the latest thunder-
storm on Earth? It seems that the only
criteria would be the arrangement of oc-
currences of the elements [...]: the ar-
rangement of the occurrences would be
neither of rigidly fixed regularity [...] nor
yet a completely random scattering of
the same.

Zipf (1936). The psycho-biology of language, p. 187.
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The Martian Scientist Challenge
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Research Questions

• Is there a measure/algorithm that can distinguish between
natural languages and other sequences?

• If yes - why? What makes languages different?
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Data



Corpus of Sequences (StringBase)

Hiwis:
Tim Wientzek,
Clara Garcia
Baumgärtner

Number of Files:
138

Number of UTF-8
Characters:
ca. 10 to ca. 200 000
per file
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Writing

Universal Declaration
of Human Rights
• 47 translations
(different writing
systems)

Eleanor Roosevelt
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Writing (Ancient)

Sumerian, Akkadian,
Elamite, Prakrit, Cretan
Hieroglyphs
• 14 texts

7



Nonwriting

Palaeolithic Signs of the
Aurignacian (ca. 35 000 BP)

• 20 sequences
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Nonwriting

Weather Symbols
• 1 sequence
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Unclassified

The Voynich Manuscript
• 1 sequence
(ca. 200 000
characters)

10



Animal

Birdsong
• 5 species of birds
• 33 sequences

Arriaga et al. (2015). Bird-DB: A
database for annotated bird song
sequences.
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Natural

DNA
• 30 sequences
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Methods



Terminology

• Sequence: All the characters
in the entire file.

• String: A string of characters
delimited by white spaces.

• Character: Individual UTF-8
character.

• Unit: Information encoding
unit, i.e. string or character.
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Entropy Estimation: Unigrams

ĤML(X) = −
W∑
i=1

p̂ML(xi) log2 p̂ML(xi) (1)

• ML: Maximum likelihood or “plug-in” estimator

Shannon, Claude E. (1948). A mathematical theory of communication.
Cover & Thomas (2006). Elements of information theory, p. 14.
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Example: Characters as Units

A1 l2 l3 h4 u5 m6 a7 n8 b9 e10 i11 n12 g13 s14 a15 r16 e17 b18 o19 r20 n21 f22
r23 e24 e25 a26 n27 d28 e29 q30 u31 a32 l33 i34 n35 d36 i37 g38 n39 i40 t41 y42
a43 n44 d45 r46 i47 g48 h49 t50 s51[...]

unit freq
a 5
A 1
b 2
d 3
e 5
f 1
... ...

ĤML(X) = −( 551 log2(
5
51 ) +

1
51 log2(

1
51 ) + . . . ) ∼

3.97
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Example: Strings as Units

All1 human2 beings3 are4 born5 free6 and7 equal8 in9 dignity10 and11
rights12 [...]

unit freq
All 1
and 2
are 1
beings 1
born 1
dignity 1
... ...

ĤML(X) = −( 112 log2(
1
12 ) +

2
12 log2(

2
12 ) + . . . ) ∼

3.41
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Entropy Rate: Theory

The entropy rate as “per symbol entropy of n random variables”.

h(X ) = lim
n→∞

1
nH(X1, X2, . . . , Xn) (2)

Alternative definition as “the conditional entropy of the last random
variable given the past”:

h(X ) = lim
n→∞

H(Xn|X1, X2, ..., Xn−1). (3)

Assumptions:

• X is a stationary stochastic process
• n: number of word tokens

Cover & Thomas (2006) Elements of information theory, p. 74-75.
Dębowski (2020) Information theory meets power laws.
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Entropy Rate: Estimator

ĥ(X) = 1
n

n∑
i=2

log2 i
Li

, (4)

• n: number of unit tokens
• Li: length (+1) of the longest contiguous subsequence starting at
position i which is also present in i = 2 to i− 1

Gao, Kontoyiannis & Bienenstock (2008). Estimating the entropy of binary time series,
equation (6).
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Example

A1 l2 l3 h4 u5 m6 a7 n8 b9 e10 i11 n12 g13 s14 a15 r16 e17 b18 o19 r20 n21 f22
r23 e24 e25 a26 n27 d28 e29 q30 u31 a32 l33 i34 n35 d36 i37 g38 n39 i40 t41 y42
a 43 n44 d45 r46 i47 g48 h49 t50 s51[...]

L43 = 3(+1) = 4
log2(43)

4 ∼ 5.43
4 ∼ 1.36

R package Hrate (https://github.com/dimalik/Hrate)
Bentz, Alikaniotis, Cysouw, & Ferrer-i-Cancho (2017). The entropy of words - learnability
and expressivity across more than 1000 languages.
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Example Plots (UDHR First Sentence in English)
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Results



Stabilization Analyses (100 Units)
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Character Entropies (100 Units)
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String Entropies (100 Units)
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Future Directions

• Extending the database
• Use further measures (repetition rate, mutual information, Zipf
parameters etc.)

• Create and test classification system
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Extending the Database: The 100 Language Corpus

https://www.spur.uzh.ch/en/departments/research/textgroup/MorphDiv.html

Tanja Samardžić

Olga Sozinova

Ximena Gutierrez-Vasques

Steven Moran 25



Extending the Database: Palaeolithic Signs

Current

Ewa Dutkiewicz Chris Bentz Saetbyul Lee Gabriele Russo

Former

Stephanie Samson David Matzig
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SignBase

Dutkiewicz, et al. (2020) SignBase, a collection of geometric signs on mobile objects in the
Paleolithic.
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www.signbase.org
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