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DATA AND METHODS

Parallel Corpora

Corpus Register Size* Size ∅* Texts Lang.
UDHR1 Legal ca. 650K 1.831 372 348
PBC2 Religious ca. 10M 261K 1136 890
EPC3 Political ca. 150M 7M 21 21

Total ca. 161M 1529 1050
*in number of tokens

1 [http://unicode.org/udhr/ translations.html]
2 [Mayer & Cysouw, 2014]
3 [Koehn, 2005]
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MEASURING COMPLEXITY

Information-theoretic account:
What is the distribution of information-encoding units given
constant content of the message?

[Shannon & Weaver, 1949; Juola 1998, 2008; Ehret &
Szmrecsanyi, 2015]
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MEASURING COMPLEXITY

Genesis 1:1

|in| the beginning god created the heavens and the
earth and the earth was waste and empty and
darkness was on the face of the deep and the spirit
of god was hovering over the face of the waters and
god said let there be light and there was light

Information encoding unit: |orthographic word|
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MEASURING COMPLEXITY

Linguistic/information-theoretic account:
What is the distribution of word types in different languages,
given constant content of the message?
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MEASURING COMPLEXITY

Example: English and German definite articles

in the beginning god created the heavens and the earth

in dem anfang schuf gott den himmel und die erde

Entropy : H = −K
r∑

i=1

p(wi) log2(p(wi))

[Shannon & Weaver, 1948]
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MEASURING COMPLEXITY

Example: English and German definite articles
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MEASURING COMPLEXITY

Example: English and German pronouns

Heng = 2.16
Hdeu = 2.64
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MEASURING COMPLEXITY
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COMPLEXITY AND ITERATED LEARNING

[Kirby et al. 2008, 2015]

Learnability only

Hstart = 4.75→ Hend = 2.11

Expressivity + Learnability

Hstart = 4.75→ Hend = 4.75
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COMPLEXITY AND ITERATED LEARNING

L2 speakers reduce complexity
[Berdicevskis & Semenuks, under review]
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MEASURING COMPLEXITY

What about the word type entropies of natural languages?

1529 texts
1050 languages
140 families
23 areas

[AUTOTYP
database, Bickel &
Nichols, 1999]
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THE LOW-COMPLEXITY-BELT

Longitude and latitude data from Glottolog 2.6
[Hammarström, Forkel, Haspelmath & Bank, 2015]
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LATITUDE AND ENTROPY RELATIONSHIP
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Figure : a) All languages, b) Family averages and c) Area averages.
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MESOAMERICA (*ONLY FAMILIES (STOCKS) WITH > 10 LANGUAGES)
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MESOAMERICA AND THE ANDES

183 LANGUAGES, 90 FAMILIES, 3 AREAS
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MESOAMERICA AND THE ANDES
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AFRICAN SAVANNAH (*ONLY FAMILIES (STOCKS) WITH > 10 LANGUAGES)
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AFRICAN SAVANNAH AND SOUTH AFRICA

127 LANGUAGES, 21 FAMILIES, 2 AREAS
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AFRICAN SAVANNAH AND SOUTH AFRICA

127 LANGUAGES, 21 FAMILIES, 2 AREAS
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OCEANIA (*ONLY FAMILIES (STOCKS) WITH > 10 LANGUAGES)
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QUESTION

I Does the entropy/latitude relationship hold if we take
family and area idiosyncrasies into account?
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MIXED-EFFECTS REGRESSION

Table : Predicting entropy in linear mixed-effects regression.

Fixed Random AIC p-value R2‡

intercept slope f f+r
Latitude s,a,c,i s,a,c 1931 0.12 0.03 0.95

† s: stock, a: area, c: corpus, i: iso
‡ f: fixed effect only, f+r: fixed and random effects

[R package lme4]
[R package MuMIn]
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SUMMARY

I The Low-Complexity-Belt is driven by specific macroareas:
e.g. Mesoamerica, African Savannah, Oceania

I Within these areas, there are families that drive the pattern:
e.g. Otomanguean, Mayan, Gur, etc.
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Isolation
vs.

Contact
Wray & Grace (2007)

Trudgill (2011)

McWhorter (2016)

Population Size
Lupyan & Dale (2010)

Linguistic Neighbors
Lupyan & Dale (2010)

Altitude

Nichols (2013)

Temperature
& Rainfall

Lewis & Frank

(under review)

Latitude
Bentz (2016)

L2 speakers
Bentz & Winter (2013)

Bentz et al. (2015)
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WHY PREHISTORIC LANGUAGE CONTACT?

”[...] radical analyticity in certain West Benue-Congo languages
of Niger-Congo (Gbe, Yoruboid, Nupoid), and all Chinese,
Tai-Kadai, Hmong-Mien ones, most Austroasiatic ones and
many Tibeto-Burman ones [...] is the result of widespread
adult acquisition in the past [...]”

[McWhorter (2016) Is radical analyticity normal?, p. 52]
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WHY PREHISTORIC LANGUAGE CONTACT?

Two main findings of
[Bentz, Verkerk, Kiela, Hill & Buttery 2015]:

I a) Entropies (complexities) of languages correlate
negatively with non-native speaker proportions
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WHY PREHISTORIC LANGUAGE CONTACT?

Two main findings of Bentz et al. 2015:
I b) Entropies (complexities) have a deep phylogenetic

signal, while non-native speaker proportions do not
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CONCLUSIONS

I The complexity of languages measured by the entropy of
parallel corpora

I Languages are less complex around the equator
I This potentially reflects deep contact, i.e. non-native

language learning
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THANK YOU!
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