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Intuitive Terminology

I order↔ disorder
I regularity↔ irregularity
I predictability↔ unpredictability
I certainty↔ uncertainty

 Entropy
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“Entropy as possibility is my favorite short description of
entropy because [...] unlike uncertainty and missing

information, it has positive connotation.”

“Entropy is an additive measure of the
number of possibilities
available to a system.”

Lemons, 2013
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Entropy as Choice
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Shannon Entropy

Shannon & Weaver (1949) The mathematical theory of
communication
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Shannon Entropy

H(X) = −
N∑

i=1
p(xi) log2 p(xi) (1)

I − log2 p(xi) is the information content of a unit xi (e.g. word type).

I For example:
“human” in the UDHR: − log2(

13
2000 ) ∼ 7.27

“the” in the UDHR: − log2(
121

2000 ) ∼ 4.05



Information and Language Applications to Typology Explanations of Diversity Conclusions

Shannon Entropy

H(X) = −
N∑

i=1
p(xi) log2 p(xi) (1)

I − log2 p(xi) is the information content of a unit xi (e.g. word type).

I For example:
“human” in the UDHR: − log2(

13
2000 ) ∼ 7.27

“the” in the UDHR: − log2(
121

2000 ) ∼ 4.05



Information and Language Applications to Typology Explanations of Diversity Conclusions

Shannon Entropy

H(X) = −
N∑

i=1
p(xi) log2 p(xi) (2)

I The entropy is the average information content of information
encoding units: H(X) = [0,∞[
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Minimal H(X)
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H(X) = 1× log2(1) = 0 (3)
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English UDHR
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Methodological Issues

I H(X) depends on text size (number of tokens)

I the probability of words is not a simple function of
their frequency, they depent on co-text

I what are “words” anyways?

Haspelmath (2011) The indeterminacy of word segmentation
Wray (2014) Why are we so sure we know what a word is?
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Methodlogical Issues
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Text Size Dependence
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Misconception

“[...] as many critics have since noted, and as Shannon
was well aware, this model is not appropriate as a model

of human communication, because “information” in
Shannon’s technical sense is not equivalent to “meaning”

in any sense.”

Fitch (2011) The Evolution of Language
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The Mathematical Theory of Communication

Shannon & Weaver (1949), p.4
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“The mathematical theory of the engineering aspect of
communication [...] admittedly applies in the first instance

only to problem A [...]”

However

“[...] levels B and C, above, can make use only of those
signal accuracies which turn out to be possible when

analyzed at Level A. Thus any limitations discovered in the
theory at Level A necessarily apply to levels B and C.”

Shannon & Weaver (1949), p.6
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“[...] the analysis at Level A discloses that this level
overlaps the other levels more than one could possible

naively suspect. Thus the theory of Level A is, at least to a
significant degree, also a theory of levels B and C.”

Shannon & Weaver (1949), p.6
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Entropy is a necessary but not sufficient condition for
communication
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Applications to Typology

I What is the information encoding potential (entropy
share) of different linguistic features?

I How do information encoding strategies differ across
languages?
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Parallel Corpora

I Parallel Bible Corpus (PBC): ca. 1200 lang.
Mayer & Cysouw (2014)

I Universal Declaration of Human Rights (UDHR): ca. 400 lang.
www.unicode.org/udhr

I Open Subtitles Corpus (OSC): ca. 100 lang.
Tiedemann (2012)

I Europarl Parallel Corpus (EPC): 21 lang.
Koehn (2005)
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Applications to Typology
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Entropy Differences
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Analysis 1

I Languages: English and German
I Corpora: OSC, Bible, UDHR
I manually neutralize inflections, derivations,

compounds, clitics/contractions
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Analysis 1

Open Subtitles Corpus

Go back to Oslo and meet up with your
boss, report what you’ve seen here, and
ask him to send you back.
It’s about Hellfjord.
There is someone in this room who has
read too much Donald Duck.
It’s quiet without Salmander.
Oh my god.
Hey, what are you doing?
What is this?
This is no fish eye.
Chop off an arm and a leg, and blame
the sea serpent.

Fahr nach Oslo, triff dich mit deinem
Chef und erstatte ihm Bericht, - - was
du hier gesehen hast, und bitte ihn,
dich zurückzuschicken.
Es geht um Hellfjord.
In diesem Raum befindet sich jemand,
der zu viel Donald Duck gelesen hat.
Es ist so still hier ohne Salmander.
Oh mein Gott.
Hey, was machst du in meiner Küche?
Was ist das?
Das sind keine Fischaugen.
Hackt ihr einen Arm und ein Bein ab und
beschuldigt das Seeungeheuer.
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Analysis 1
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Analysis 1: Conclusions

I Inflectional marking has the biggest entropy share in
both languages, i.e. ca. 0.8 bits/word (9%) in
German, and ca. 0.5 bits/word (6%) in English

I ∆H between English and German is due to
inflections (48% decrease), derivations (27%
decrease), compounds (14% increase),
contractions/clitics (2% increase)
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Analysis 2

I Languages: 19
I Corpora: PBC, UDHR
I automatically neutralize inflections via lemmatization
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Analysis 2
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Analysis 2: Conclusions

I The entropy share of inflections across 19 languages
ranges from 0.4 bits/word (5%) in English to 1.5
bits/word (15%) in Finnish.

I ∆H between 19 languages (Indo-European, Uralic,
Atlantic-Congo) is explained to 55% by inflectional
marking differences
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Further Analyses: Tone marking?

Usila Chinantec (Otomanguean)
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Further Analyses: Word Order?
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Applications to Typology: Conclusions

I The information encoding potential of any linguistic
feature can be measured, if there is a systematic way
of manipulating it in texts

I The analyses do not have to depend on word types,
they could also use characters, morphemes,
constructions, etc.
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Explanations of Diversity
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Word Entropy across 1092 languages
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Non-native language learning
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Non-native language learning
African Savannah  Europe Greater Mesopotamia
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Latitude
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Altitude



Information and Language Applications to Typology Explanations of Diversity Conclusions

Mesoamerica and the Andes
183 languages, 90 families, 3 areas
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African Savannah and South Africa
127 languages, 21 families, 2 areas
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Altitude
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Disclaimer
What’s better?
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Conclusions
I Information theory is relevant to natural languages

I We can determine the entropy share of linguistic features

I We start to understand entropy diversity
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Thank you
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