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We investigate the degree to which morphological complexity 
measures are mutually correlated in a sample of more than 500 
languages of 101 language families. We use human expert judgements 
from the World Atlas of Language Structures (WALS), and compare 
them to four quantitative measures automatically calculated from 
language corpora.

Typological

Corpus-based

C_WALS: Average complexity 
value based on up to 28 
features on morphology of the 
World Atlas of Language 
Structures (Dryer et al. 2013)

C_H: The word entropy as 
calculated from parallel texts 
(Mayer & Cysouw, 2014)

f_i= value per feature
n=number of features

w_i= word type 
V= number of word types
T= a given parallel text

C_D: The difference in 
character entropy before and 
after word internal 
regularities have been 
masked (Koplenig et al., 
forthcoming)

C_TTR: type-token ratio 
for parallel texts

C_A: normalized difference 
in word alignments from a 
fixed source language to a 
target language 

Tmasked: parallel text with masked 
regularities
Toriginal: original parallel text

V= number of word types
fr= token frequency of ith word type

1 Measures

Depending on the number of WALS 
features included (1-27), Spearman 
correlations between C_WALS and the 
corpus-based measures range from 
0.3 to 0.9 (figure above)

The correlations hold between different 
language families (below)

1. All corpus-based automated measures display strong correlations 
between each other, i.e. strong agreement on which languages are 
morphologically complex. This is the case despite the conceptual 
differences between automated methods.

2. Given enough feature values, the expert judgements of the WALS also 
converge with the automated corpus-based methods. If our sole objective 
is to rank languages on a morphological complexity scale, then 
automated methods can support human expert rating.
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