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1 Introduction
Words have two sides. The sounds, letters and signs they are shaped of are like an
imprint on a coin, a pattern on a physical surface that carries information. Once
this materialized information is perceived by a human brain, multiple associa-
tions are activated and give rise to meaning. Languages of the world harness this
information carrying potential, sending messages from speaker to hearer, from
writer to reader, and from signer to perceiver, across spaces of centimetres, me-
tres, kilometres, and around the globe.

Despite this fundamental communicative property of all human languages,
they vastly differ in terms of the encoding strategies adopted. Basic vocabular-
ies denoting the world around us differ according to the environment we are sur-
rounded by and the cultural practices we engage in. Complex words are built by
adding a wide range of prefixes, suffixes, infixes and circumfixes to word roots,
thus modifying the information encoded. Words can be arranged in different or-
ders and with different mutual dependencies in phrases and sentences. Each of
the circa 8000 languages in the world represents a unique combination of these
strategies of information encoding.

This book focuses on words and word forms as basic information encoding
units. It proposes an account to measure and explain the lexical diversity (LD) of
languages across the world. Lexical diversity is defined based on the number of
unique word types and their token frequencies in written texts. This definition is
mainly driven by considerations of computational feasibility and reproducibility
of results. However, it can be amended to reflect more fine-grained typological
perspectives.

Lexical diversity in this sense is influencedby ahost of different factors. For in-
stance, the basic vocabulary used to categorize theworld varies across languages.
Franz Boas has famously pointed out that the “Eskimo” language distinguishes
several types of snow:

Here we find one word, aput, expressing SNOW ON THE GROUND; another one, qana,
FALLING SNOW; a third one, piqsirpoq, DRIFTING SNOW; and a fourth one, qimuqsuq, A
SNOWDRIFT. (Boas, 1911, p. 26-27)

He argued that fine-grained lexical distinctions “to a certain extent depend upon
the chief interests of people”. His claimabout specialized vocabulary for snowhas
been exaggerated in subsequent publications by other researchers and circulated
to the general public by media outlets. This has stirred the ongoing debate about
the so-called “great Eskimo vocabulary hoax” (Pullum, 1989). The actual number
of words for snow in Eskimo-Aleut languages, and other languages alike, will cru-
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2 | 1 Introduction

cially depend on how we define “words” and “word roots”. If word forms built by
derivational processes are included in the count, the numbers will quickly “snow-
ball” into the hundreds (Martin, 1986). Having said this, a thorough examination
of Boas’ fieldwork with the Inuit on Baffin Island by Krupnik and Müller-Wille
(2010) puts claims about an alleged hoax into perspective:

Boas certainly knewmore than the four Eskimo terms for snow that he cited as an example
of the “differences in how the groups of ideas are expressed by specific phonetic groups in
different languages” (Boas 1911:25). [...] He could have easily picked several more words for
snow from his Baffin Island lexicon, like axilokoq/aqilokoq – “softly falling snow,”mauja –
“soft snow on the ground,” piegnartoq – “the snow (which is) good for driving sled,” or from
Erdmann’s Labrador dictionary that had more terms, such as pukak – “crystaline snow,”
sakketok – “fresh fallen snow,” machakit (masak/masayak) – “wet, mushy snow.” Hence,
Martin’s (1986:418) criticism that “Boasmakes little distinctionamong“roots,” “words,” and
“independent terms” is a gross misinterpretation, as Boas was very careful not to use any
derivative snow terms to illustrate his point. (Krupnik and Müller-Wille, 2010, p. 390-391)

Based on dictionaries in overall ten Eskimo-Aleut languages including varieties
of Inuktitut, Kalaallisut, Yupik, and Inupiaq, they further illustrate that the num-
bers of words for snow range from around 10 to 50 without derivatives, and from
around 10 to 100 including derivatives (Krupnik and Müller-Wille, 2010, p. 389).
Comparing these numbers with English vocabulary, they conclude:

If we are to count independent stems only, the diversity of the English snow nomenclature
is indeed quite limited, compared not only to the Inuit/Eskimo but also to several other lan-
guages, including Indo-European ones, spoken by people having greater exposure to snow
and severe winter conditions. [...] This illustrates that some languages with more (or longer)
exposure to snow and/or sea ice than English naturally develop detailed and meaningful
terminologies for those phenomena that are of practical value to its speakers [...]. (Krupnik
and Müller-Wille, 2010, p. 394)

In a quantitative account based on text collections and twitter data, Regier et al.
(2016) further corroborate this point, showing that languages spoken in warmer
climates tend to use the same word type for both ice and snow, and thus being
lexically underspecified compared to languages spoken in climates where more
subtle distinctions are relevant.

Words for snow are certainly the most famous example of how the lexicon
of a language reflects subtleties of the environment relevant for the survival and
thriving of a human population. Trudgill (2011, p. xx) gives a range of further ex-
amples. These include North Saami reindeer herders, whose language exhibits
intricate distinctions between njiŋŋelas ‘female reindeer’, čoavjjet ‘pregnant fe-
male reindeer’, čoavččis ‘a female reindeer who has lost her calf late in spring,
in summer, or as late as autumn’, stáinnat ‘female reindeer which never calws’,
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čearpmat-eadni ‘female reindeer which has lost its calf of the same year but is
accompanied by the previous year’s calf’, alongside many others (Magga, 2006,
p. 26).

In a completely different ecological setting – central Brazilian Amazonia –
the speakers of Kayapó have so-called folk-taxonomies of many different species
of insects, which are relevant for their everyday life. These folk-taxonomies often
match western scientific taxonomies closely. However, on top of mere classifica-
tion, the terms used are associated with rich knowledge regarding flight patterns,
aggressive behaviour, sounds produced, etc. (Posey, 2002, p. 107). The detailed
ecological insights of the Kayapó, reflected in their language, is thus also a rich
source for science.

Many more examples of this type can be found in book-length treatises
of linguistic diversity and its decline, such as Nettle and Romaine (2000) and
Evans (2011).1 In fact, given the rich environmental knowledge reflected in lan-
guages, these authors argue that preservation of linguistic diversity is not just of
paramount importance for students of language, but also tightly interwoven with
the preservation of cultural and biological diversity.

The studies discussed so far mainly focus on the range of word types reflect-
ing subtle differences in the environment. On top of this, Derungs and Samardžić
(2017) also illustrate that token frequencies found in writing can reflect the spa-
tial salience of landmarks in the environment. In a large collection of texts about
Swiss alpine history, mountains that are locally salient are also featured more
prominently in the relevant literature.

Moreover, lexical diversity in the sense of this book is not only driven by basic
vocabulary, but also by patterns of word-formation. For instance,many languages
encode information about number, gender and case in a multitude of different
articles, e.g. German der, die, das, dem, den, des or Italian il, la, lo, i, le, li, gli,
while in English there is only one definite article the and in Mandarin Chinese
there is none. Regular and irregularmorphologicalmarking strategies yieldwhole
batteries of word forms derived from a single lemma.2 In English, the lemma go is
inflected according to tense, number, and aspect, thus yielding five verb forms go,
goes,went, gone, going. This is a rather manageable set of word forms per lemma.
In German, the set somewhat increases to ten verb forms: gehen, gehe, gehst, geht,
ging, gingst, gingen, gingt, gegangen, gehend.

1 See also the online article “When grasshopper means lightning: how ecological knowledge is
encoded in endangered languages” by David Stringer at https://medium.com. Last accessed on
04/04/2018.
2 This term is sometimes used interchangeably with lexeme or citation form. Here, the term
lemma is used since this is linked with the computational process of lemmatization.
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This is still dwarfed by claims about excessive numbers ofword forms in other
languages. Kibrik (1998, p. 467) calculates that in the Nakh-Daghestanian lan-
guage Archi a single verb lemma can explode into 1,502,839 forms. This is due
to a complex interplay of gender, mood, tense, and number inflections, as well
as case-marked participles.3 However, reminiscent of the words for snow contro-
versy, exact counts of word forms here too depend on typological definitions that
are constantly under debate. Therefore, such numbers are necessarily controver-
sial.With regards to Archi, Chumakina (2011, p. 9) reminds us that the tense forms
counted by Kibrik are often built periphrastically involving forms of the verb ‘be’,
e.g. i (present) and edi (past). Following this rationale, constructions with an em-
phasis in English, as in ‘Idid listen’, could also be countedas separate tense forms.

Despite such disagreement in detail, typologists will agree more generally
that there are indeed systematic differences between languages. Some use inflec-
tion, derivation and compounding productively, while others are almost bare of
complexword-formation patterns. Gil (2009, p. 23) gives Riau Indonesian as an ex-
treme example of a language almost entirely lacking grammatical marking. The
phrase ayam makan, literally ‘chicken eat’ can denote situations that in English
would be variously described as ‘the chicken is eating’, ‘the chickens that were
eaten’, ‘the reason chickens eat’, and several others. The lack of more explicit
grammatical markers leaves the burden on the hearer to decode the intended
meaning by integrating co-textual and contextual information.

There is hence a wide variety of encoding strategies to discover across lan-
guages of the world today. Also, encoding strategies are not stable over time.
They change in the history and evolution of languages, sometimes quite rapidly.
Around 1000 years ago, scribes of Old English still used a whole range of defi-
nite articles: se, seo, þæt, þa, þæs, þæm, þone, þære, þæra, þara, þam, þy, þon.
Thus matching, and even exceeding the article abundance in Modern German.
However, within a few hundred years, during the Middle English period, these
collapsed into the single definite article found in Present Day English.

A fundamental question arising from suchpatterns of diversity and change is:
why do human languages “choose” from a panoply of different encoding strate-
gies, rather than all converging onto an optimal one? And why do they “aban-
don” certain strategies that seemed viable at an earlier point in time? This book
argues that the answer has to be sought within a framework that views languages
as Complex Adaptive Systems (CAS), shaped by specific learning scenarios, and
the preferences of speakers, writers, and signers. This framework hinges upon a

3 Note that including such deverbal nominal forms in the German count would also further in-
crease the number of “verb forms”, e.g. gehender, gehende, gehenden, etc.
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clear definition ofwhatwemean by “languages” – a non-trivial issue, surrounded
by some of the fiercest debates in modern linguistics.

Chapter 2 sketches the CAS view on language as represented in the literature
since the early 1990s. This overview starts with the most basic level of analysis:
individuals learning an idiolect, i.e. at the ontogenetic level. In a second step, in-
teractions between speakers of different idiolects inevitably lead to the formation
of dialects and languages at the glossogenetic level. Crucially, this constitutes a
definition of “languages” – in the plural – as an accumulation of linguistic inter-
actions between speakers. This is contrasted with the traditional definition, focus-
ing on the universal core of “language” in the singular, which is mostly known
as Universal Grammar. Furthermore, with reference to the phylogenetic level, i.e.
the development of language(s) on an evolutionary time scale, the usage-oriented
definition opens up new perspectives on the co-evolution of population structure
and language structure.

Chapter 3 further clarifies the theoretical framework, more specifically, how
language change can be modelled within a CAS account. Since languages are de-
fined on the basis of speaker populations, factors such as population size, percent-
age of second language learners, and language status start to emerge as important
predictors of language structure. These are, in turn, intertwined with historical
phenomena, most importantly population drift and dispersal. Drift and dispersal
cause the unfolding of proto-languages into branches of genealogical trees, and
clusters of geographical grouping. From this perspective, the widely used termi-
nology of “external” and “internal” factors of change is re-examined, and eventu-
ally replaced by descriptive, explanatory and grouping factors.

Any statisticalmodelling of the interaction between population structure and
language structure comes with challenging decisions on how to represent lan-
guages and the linguistic structures we are interested in more specifically. This
book takes a quantitative and information-theoretic approach (Chapter 4). Lan-
guages are represented by parallel corpora, that is, the same texts translated into
more than 1000 languages. This strategy yields (approximately) constant content
in the written material used. Different topics, registers, and styles otherwise con-
found structural differences between encoding strategies. Based on this parallel
text material, the distribution of word tokens over word types is here taken as a
reflection of lexical diversity, a core information-theoretic property of languages.
Lexical diversity lends itself to a large-scale quantitative account, since it does
not carrymuch theoretical “baggage”. However, at aminimum,wehave to engage
with the issue of a coherent wordhood definition, which is a non-trivial issue from
a typological point of view.

There is a whole range of LD measures that could, in principle, be used to
pin down the exact numbers to work with in further analyses. Some of these are
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discussed and tested. The measure finally settled on is Shannon entropy (Shan-
non and Weaver, 1949). Claude Shannon founded modern information theory by
quantifying the amount of information that any code can carry. While widely ap-
plied in fields such as physics, engineering, and computer science, his findings
have not made it into mainstream linguistics. Themost important reasons for this
neglect appear to be: a) a general dissociation between probabilistic and formal
accounts of language structure since the 1950s; b) the refutation ofMarkovmodels
as models for natural language; and c) the difference between information in an
engineering sense andmeaning in a linguistic sense. At closer inspection in Chap-
ter 4, none of these reasons discredit information theory as a useful framework to
analyse linguistic diversity.

By their very nature languages are codes, and their information encoding ca-
pacity is reflected in their entropy. To better understand and quantify this encod-
ing capacity, word entropy estimation methods are tested on a subsample of the
parallel texts. They are then applied to calculate word entropies for the full sam-
ple of 1833 parallel texts, written in 1217 different languages defined by ISO 639-3
codes. These word entropies per language reflect the range of linguistic encoding
strategies to be modelled and explained in this book.

The first level of explanation are descriptive, i.e. language “internal” factors.
The central question in this context is how information-theoretic properties of
texts relate to more well-known linguistic notions such as writing systems, word-
formation patterns, as well as registers and styles. Chapter 5 systematically anal-
yses the impact that each of these descriptive factors has on word entropy. To
this end, the scripts most widely represented in the texts, e.g. Latin, Greek, Cyril-
lic, Devanagari, Arabic, and some others are briefly discussed. It is shown that
these only minimally influence the range of word forms per text and language.
In contrast, word-formation patterns, most prominently inflectional marking, but
also derivational morphology, clitics, contractions and compounds, strongly in-
fluence word entropy. Also, different registers and styles are represented in the
parallel text sample. These emerge as serious confounds when comparing word
entropy across different languages.

Going beyond descriptive analyses, one of the core tenets of this book is that
linguistic structure can be meaningfully linked to population structure. In fact,
within the CAS model, characteristics of speaker populations are the central ex-
planatory factors for understanding the rich diversity of languages. In Chapter 6,
population size, percentage of second language learners, and language status are
introduced as predictors of word entropy. Firstly, the literature on qualitative and
quantitative evidence for “external” influence on language structure is reviewed.
Secondly, basic correlational metrics illustrate potential links between word en-
tropy and these three explanatory factors.
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Furthermore, a third kind of factor, here referred to as grouping factor, is as-
sessed in Chapter 7. Grouping pertains to the clustering of languages into families
and areas. Due to clustering in these genealogical and geographic dimensions,
languages are not to be seen as independent data points. Rather, they evolve as
the outcome of deep histories of population contact, migration, drift and disper-
sal. Levels of clustering are powerful predictors of language structure in general,
and word entropy in particular. A direct consequence of this observation is that
language families and areas have to be taken into account using more advanced
statistical models.

Chapter 8 reports the results of two such models: amultiple regression model
anda linearmixed-effectsmodel. Themultiple regressionmodel combines thepop-
ulation level predictors, i.e. population size, second language learner percentage,
and language status in a single model. This helps to establish whether each of the
predictors contributes independently to explain variation in word entropy, or if
there is shared variance between predictors. The linear mixed-effects model, in
turn, is a statistical tool to account for non-independence of data points.

The results of these twomodels corroborate the CAS perspective, namely, that
population structure and linguistic structure are not to be seen as separate objects
of research, but as deeply interwoven phenomena that co-evolve. Moreover, it is
argued that descriptive, explanatory, and grouping factors are conceptually dif-
ferent, which needs to be taken into account when interpreting statistical mod-
els. This argument further requires the discussion of several issues relating to the
link between the theoretical CAS model, and the actual statistical results (Chap-
ter 9). For example, we need to consider the relationship between synchronic data
and diachronic inference. The parallel texts and the population data derive from
databases that give information about languages as they are now. However, ulti-
matelywewant to infer pathways of change and evolution in the past. The validity
of such extrapolation is a central topic addressed in Chapter 9.

Abstracting further away from the details of statistical analyses, there are
more general considerations, problems, and caveats linked to the CAS model
and the methodology chosen in this book. These are addressed in Chapter 10.
For example, a crucial missing link is the psycholinguistic evidence for differen-
tial learning strategies that come to be reflected in word entropies of different
languages. Which role do so-called “native” speakers play compared to “non-
native” speakers, and children compared to adults? Are children really better
learners than adults? Another, rather methodological issue, is the reliance on
single words as information encoding units. There is psycholinguistic evidence
that in language perception and production there are no hard and fast distinc-
tions that would match orthographic practices. Multiword expressions and even
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whole phrases play an important role too. How does the decision to focus onword
entropy hold up against such evidence?

Finally, the results of this study are also related to the growing literature on
language complexity. If languages adopt different encoding strategies, can they
be said to have different complexities? Or do complexities at different levels of
information encoding ultimately level off? Or both? These questions finally bring
us back to the gulf that has been gaping between “variationists” and “universal-
ists” for the largest part of 20th century linguistics. The universalist stance has
dominated our view on language, and researchers have long embarked on the
search for the universal core that makes us human. However, after all, their di-
versity, rather than similarity, might turn out to be the unique property of human
languages.

To enable further research in this direction as well as critical evaluation of the
main analyses reported in this book, the R code and relevant data can be found at
my personal website http://www.christianbentz.de/book.html. Throughout Chap-
ter 4 to Chapter 10 footnotes give pointers to the code files used to create plots
and run statistical analyses.



2 Languages as Adaptive Systems
An emerging branch of linguistics views natural languages as Complex Adaptive
Systems (CAS). At the core of this proposal lies the idea that language is a commu-
nicative tool, used by speakers and signers to encode and transmit information
embedded in a rich variety of social contexts. Linguistic norms are permanently
under construction, i.e. negotiated via a constant flow of productions and percep-
tions of language users. Linguistic structure is then the outcome of feedback loops
involving interactions between language users (often called agents) and their suc-
cess or failure. In this most general understanding of language as a CAS, the term
“complex” refers to the manifold and intertwined relationships between agents,
as well as the messages they are sending, whereas the term “adaptive” expresses
that both the agents and the emergent linguistic structures can change diachron-
ically due to their mutual dependence.

In its earliest form, this framework directly mapped generalized schemati-
zations of complex systems to linguistic phenomena. Starting with Gell-Mann
(1992, 1994) terminology such as “identification of perceived regularities” and
“compression into schemata” was broadly applied to describe processes of lan-
guage change and evolution. One of the first proposals for a more concrete appli-
cation to language data is found in the context of research into second language
acquisition (SLA). Larsen-Freeman (1997) argues that the process of learning a
language reflects principles known from chaos/complexity theory. For instance,
the usage of regular and irregular patterns of morphology initially seems chaotic.
Only later, when more input has been processed by the learner, stabilization to
the system of the target language occurs. Ritt (2004) constitutes an early book-
length treatment of the topic. However, instead of focusing on data from language
acquisition, he concentrates on phenomena in historical language change, such
as Early Middle English vowel lengthening. The “evolutionary linguistics” frame-
work by Croft (2000) reflects a similar spirit, albeit without explicitly mentioning
complex systems theory.

More recent work refined these early accounts by formulating mathematical
models and exploring their validity via computational simulations, backed by
empirical analyses (Blythe and Croft, 2009; Baxter et al., 2009; Briscoe, 1998,
2009, 2003, 2005; Steels, 2000). The CAS model is also the backbone of research
into language acquisition (Holland, 2005, 2012) as well as the emergence of lan-
guage structure in the lab (Cornish et al., 2009; Kirby and Hurford, 2002; Kirby
et al., 2007). A volume was dedicated to bringing together CAS-related inquiries
in a range of linguistic subfields (Ellis and Collins, 2009), of which Beckner et al.
(2009) and Ellis (2013) give an overview.

DOI 10.1515/9783110560107-002
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Considering the multitude of linguistic studies within the CAS framework, it
is important to keep track of what is exactly meant by each study when referring
to “language as a CAS”. Despite differences in detail, there are common charac-
teristics that can be found across varying frameworks:

1. Adaptation. Agents individually adapt to the input by forming compressed
representations of the data, which are the basis for their own future linguistic
behaviour (Gell-Mann, 1994; Holland, 2006, 2012; Beckner et al., 2009). By
expressing these compressed representations in their linguistic performance,
the agentsmutually influence each other in terms of the usage of communica-
tive patterns. The overall communication system, in turn, can be said to adapt
to the representations of agents.

2. Regularities. Representations are built by extrapolating regularities in the in-
put and by filtering out random variation (Gell-Mann, 1994; Holland, 2006,
2012). These regularities are dubbed schemata by Gell-Mann (1994).

3. Interaction. Agents interact in complex ways by sending and receiving mes-
sages, thus giving rise tomultiply intertwined feedback loops (Holland, 2006,
2012; Beckner et al., 2009; Steels, 2000).

4. Emergence. Structures in the communication system emerge from complex in-
teractions (Ellis, 2013; Steels, 2000; Holland, 2012; Kretzschmar, 2015). That
is, they cannot strictly be reduced to individual interactions, they are not
guided by a central control, and they are non-deterministic (Kretzschmar,
2015, p. 19).

Each of these characteristics can be more or less important in specific accounts.
For example, Gell-Mann (1994, p.17) focuses on the individual agent as a CAS,
whereas in Holland (2006)’s account the collective of agents takes center stage.
This distinction already hints towards another theme that emerges across many
studies: the CAS theory can be applied to at least three different levels of descrip-
tion (Kirby and Hurford, 2002; Kirby et al., 2007; Christiansen and Kirby, 2003;
Christiansen and Chater, 2008; Gell-Mann, 1994):

1. Ontogeny, i.e. the development of an individual speaker, learner, agent as a
CAS that learns an idiolect from the often messy input throughout their life
span.
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2. Glossogeny, i.e. the level of language communities whose accumulated lan-
guage production forms dialects and languages.

3. Phylogeny, corresponding to the evolution of preadaptations that gave rise to
the cognitive capacities enabling humans to use language.

An important characteristic of these levels is that although they can be distin-
guished in theory – by focussing on either processes of language learning, lan-
guage change or language evolution – they are not necessarily categorically dif-
ferent by nature. Rather, all three levels are intertwined andmutually dependent.
Language ontogeny gives rise to language glossogeny via transmission of learned
patterns across the population and across time (Niyogi and Berwick, 1997). Lan-
guage glossogeny is the “moving target” (Christiansen and Chater, 2008) to which
individuals and populations potentially adapt in language phylogeny, and which
might have left a language-specific trace in the learning capability of humans
(Briscoe, 2009, 2003). Finally, closing the circle, the outcome of biological adap-
tation on the phylogenetic time scale is the universal basis for language learning
(ontogeny). In the following, these three levels and their interaction are discussed
in more detail.

2.1 The ontogenetic level: individual speakers

By the early definition of Gell-Mann (1994, p. 25), a CAS identifies regularities in
previous data, compresses them into schemata, and uses these schemata to make
predictions. The success or failure of these predictions, in turn, feeds back into
the viability of the schemata. Gell-Mann (1994, p. 54) suggests that language ac-
quisition is a prime example for the “construction of a schema”, in this case, the
identification of patterns useful for communication. Ritt (2004, p. 100) elaborates
on this model by associating “previous data” with previous communicative be-
haviour, the sum of “schemata” with the competence state of a speaker/signer,
and the predictions with actual language performance or “verbal behaviour”. Fig-
ure 2.1 is a simplified depiction of this process. In this account, “competence”
refers to the entirety of communicative schemata that have worked in the past
and that are hence predicted to work in future linguistic interactions with a given
probability.

These schemata are derived by identifying the regularities in the input and
compressing them. The term “compression” is here used in a rather vague man-
ner, roughly referring to finding regularities. Note that the input here does not
necessarily have to be exclusively linguistic. Rather, the input is potentially multi-
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Competence  
(compression of regularities)

Performance
(prediction and behavior)

Linguistic
interaction
(feedback)

Linguistic interaction
(previous data)

Speaker 

Unfolding

Figure 2.1: Single speaker as a CAS. White arrows and writing represent speaker internal pro-
cesses and representations, grey arrows denote interactions that cross the boundary between
speaker internal and external representation (adopted from Ritt 2004, p. 100).

modal. Visual, auditory, and tactile perceptions are linked to help decide whether
the linguistic interaction was successful or not.

At any point in time, the competence acquired through repeated interactions
in the past can be “unfolded” as “performance”. Repeated linguistic behaviour
maximizes the probability of successful communication. The feedback to this lin-
guistic behaviour can then be used to further adjust the competence state, and
the feedback loop goes full circle. A first step towards modelling the complex in-
terplay of multiple speakers is to assume two speakers interacting. This simplest
possible interaction is illustrated in Figure 2.2.

Crucially, the feedback loop in which speaker A’s performance is evaluated
involves the competence and performance of speaker B. This way, any patterns
arising from previous interactions will spread across the speaker population.1 In
consequence, after a given number of interactions the two speakers will converge
on common patterns to communicate, i.e. a common language. This is the point
of linkage to the next higher level of description, namely, the formation of dialects
and whole languages from idiolects, referred to as language glossogeny.

1 Note that Ritt (2004, p. 106) also includes separate feedback loops for speaker A and B here,
probably reflecting the internal reconsideration of schemata. This is somewhat redundant, since
any feedback must be linked to the input coming from another speaker.
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Competence  
(compression of regularities)

Performance
(prediction and behavior)

Previous interaction
(data A)

Speaker A
Performance

(prediction and behavior)

Competence  
(compression of regularities)

Speaker B

Previous interaction
(data B)

Current interaction
(data A and B)

Figure 2.2: Two speakers/signers interacting. Dark blue arrows represent speaker A’s previ-
ous experience and the pathway by which this is passed on to speaker B. Grey arrows denote
speaker B’s former and current interactions (adopted from Ritt 2004, p. 106).

2.2 The glossogenetic level: formation of dialects and
languages

Multiple idiolects, i.e. communicative patterns used by individual speakers/sign-
ers, interact to shape a communication system that shares a certain inventory of
regularized patterns to encode information. This can be a dialect or a language.
The model with two agents in Figure 2.2 is thus extended to a network of multiple
agents in Figure 2.3. This is inspired by the utterance selection model in Baxter
et al. (2006). In this representation, a set of at least two speakers/signers is linked
via arrows representing linguistic interactions. Linguistic interactions might con-
sist of singlewords/signs, phrases, or sentences. Their content and structure is not
further defined here. However, they should be seen as utterances that are success-
fully decoded and hence understood by the hearer, otherwise we would include
any kind of attempt at communication.2

The network thus consists of a set of speakers 𝒮 = {𝑠1, 𝑠2, … , 𝑠10}, and a
multiset3 of linguistic interactionsℒ = {𝑙1→5, 𝑙2→3, … , 𝑙10→9}, with the arrows
in indices indicating the direction of the interaction. In parallel to the model in

2 Of course, defining successful in the context of communication is again not trivial.
3 Any linguistic interaction can be repeated a given number of times. We could indicate this by
raising it to a power 𝑥, e.g. 𝑙𝑥

1→5. The linguistic interaction going from 𝑠1 to 𝑠5 is thus repeated
𝑥 number of times.
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Figure 2.3: Network of multiple speakers/signers. Dark grey circles represent speakers, black
arrows indicate linguistic interactions between speakers.

Figure 2.2, linguistic interactions can – but do not have to – happen between each
speaker and each other speaker. For example, there is an interaction between 𝑠1
and 𝑠5 (𝑙1→5), and likewise the other way around (𝑙5→1), while there are no lin-
guistic interactions between 𝑠1 and 𝑠2.

This model could be extended to reflect the social status of speakers. For ex-
ample, if social status is higher for 𝑠1 than for 𝑠5, then the influence of the for-
mer’s output on the latter’s competence might be stronger than the other way
around. Baxter et al. (2006, p. 4) and Baxter et al. (2009, p. 275-276) take such
differences into account. Another possible variable is the mode of communica-
tion, which can vary along different dimensions such as written/spoken, face-to-
face/remote, etc. The impact of social status,mode of communication, and further
factors could be combined to an “adherence-score”, reflecting the degree towhich
any output of a given speaker will influence the competence of another speaker.
For instance, a one-way interaction (e.g. between 𝑠6 and 𝑠7) corresponds to a
monologue-like communicative situation as in broadcasting via TV or radio. In
this model, the “transparency” of the whole network is reflected by the degree
of interconnectedness between the speakers. The number of interactions, their
frequency of occurrence, and the adherence-score will determine the network’s
transparency for change.

Finally, note that in the network given here, the incoming interactions for
each speaker are collapsed into a single input arrow, whereas in both Figure 2.1
and Figure 2.2 there are two input arrows: one referring to input via previous in-
teractions and the other to input via current interactions. In order to represent di-
achrony in the network model, we need to add the dimension of time (Figure 2.4).
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Figure 2.4: Network of multiple speakers/signers across time. a) Dark grey circles represent
speakers, black lines indicate interactions between speakers. The vertical dimension repre-
sents time and grey ellipses (dashed lines) represent cross-sections of the speaker population
at points in time (t=1, t=2, t=3). The transparent grey cylinder stands for the life span of an indi-
vidual and the transparent grey parallelogram for the life span of an interaction. b) The speaker
population and mutual interactions at time t=2.

Though time is a continuous variable, we can imagine a cross-section of the popu-
lation and its interactions at a specific point in time (e.g. 𝑡 = 1, 𝑡 = 2, 𝑡 = 3). This
is an idealization of a genuinely gradual and continuous process. In Figure 2.4, the
cross-section at time 𝑡 = 2 is depicted as a speaker network paralleling the one
in Figure 2.3. Thus, a speaker population 𝒮 is here defined as the set of 𝑛 different
speakers at time 𝑡:

Population: 𝒮(𝑡) = {𝑠1(𝑡), 𝑠2(𝑡), … , 𝑠𝑛(𝑡)}. (2.1)

The criterion for counting a speaker as part of a population is whether there are
regular linguistic interactions with at least one other speaker of that population.4
Importantly, the “language” at a given point in time is then defined as themultiset

4 In practice, wemight want to define an exact threshold of what to count as “regular” linguistic
interactions.



16 | 2 Languages as Adaptive Systems

of linguistic interactions across the whole network:

Language: ℒ(𝑡) = {𝑙1→2(𝑡), … , 𝑙𝑛−1→𝑛(𝑡)}. (2.2)

Further assume that we assign a competence state to each 𝑖th speaker/signer such
that 𝑐𝑖 = comp(𝑠𝑖). The judgement on whether an utterance is grammatical or
ungrammatical is based on this competence state. The competences of all speak-
ers/signers together at time 𝑡 then constitute a set called network competence in
the following:

𝒩𝒞(𝑡) = {𝑐1(𝑡), 𝑐2(𝑡), … , 𝑐𝑛(𝑡)}. (2.3)

Referring back to Gell-Mann (1994, p. 54), the most general definition of compe-
tence is related to the storage of regularities and patterns in the mapping from
meanings to forms that help speakers to communicate. On the other hand, gram-
maticality might not be exclusively based on whether the content of an utterance
is correctly decoded, i.e. understood. An utterancemight be perfectly understand-
able and still be socially stigmatized as ungrammatical. In this case, communica-
tive failure is due to the social dimension of language usage. In fact, Stockhammer
(2014) argues that the history of descriptive and theoretical grammars can only be
understood in the light of the social power of grammarians.

Having said this, the definitions given above reflect the usage-based view of
“language”. In this sense, language emerges from the manifold communicative
interactions of speakers and signers. As a consequence, competence is shaped
by frequency of usage (Bybee, 2006, 2007). In contrast, we could also imagine
the language competence 𝑐𝑖 of a speaker as a set of modular subcompetences, i.e.
𝑐𝑖 = {𝑚1𝑖, 𝑚2𝑖, … , 𝑚𝑗𝑖}. In this case, “language” can be defined in aUniversal
Grammar (UG) way, namely, as the set of subcompetences shared by every single
individual. This is represented here by the intersection of competence sets at a
given time:

Language: ℒ(𝑡) = 𝑈𝐺(𝑡) = 𝑐1(𝑡) ∩ 𝑐2(𝑡) ∩ ⋯ ∩ 𝑐𝑛(𝑡). (2.4)

Chomsky (1986) has famously adopted this view on language and termed it “inter-
nalized” language, I-language for short, which reflects the universal competence
of human speakers/signers underlying linguistic performance. He dismissed the
usage-based view, which he terms E-language, short for “externalized” language.
He argues that language in the externalized sense is merely an artefact of errors
and random variation in performance – genuinely not an interesting subject of
study.
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2.3 The phylogenetic level: language evolution

Explaining language as a CAS at the phylogenetic level is the most difficult exer-
cise, since it requires linkingboth ontogenetic changes andglossogenetic changes
together on an evolutionary time scale (Kirby andHurford, 2002). The current pro-
posals in this direction are here subsumed under two broad categories:

1. The saltational account. This proposes a sudden qualitative change of com-
petence in an individual speaker (or several speakers) – yielding modern
human language – which is then perpetuated through the population in the
following generations.

2. The gradual account. Stepwise or “piecemeal” changes lead towards an al-
tered competence state. This account can be further subdivided by whether
it posits discrete stepwise changes leading to a qualitatively different compe-
tence state (in agreement with the saltational account), or if “graduation” is
interpreted as a genuinely continuous process with a quantitative rather than
qualitative difference in outcome. The former is here called discrete gradua-
tion and the latter continuous graduation.

Three different – and often opposing – views emerge from these fundamental
distinctions. In particular, saltation on one hand, and continuous change on the
other, are logically incompatible. This was coined the Continuity Paradox by Bick-
erton (1981, p. 217) and has caused some of the fiercest debates in 20th century
linguistics and cogntive sciences more generally.

2.3.1 The saltational account

The saltational account lends itself to a theorywhich reduces language to a highly
specified core. This specified core might have resulted from a sudden “switch” in
competence, sometimes also referred to asmutational “great leap forward”, possi-
bly in a single individual (Chomsky, 2005, 2010; Boeckx and Piattelli-Palmarini,
2005). In this context, the computational core of language is speculated to boil
down to an operation which allows for linguistic elements to be recursively re-
combined ad infinitum.

Hauser et al. (2002) and Fitch et al. (2005) denote this operation “recursion”,
and attribute it to the faculty of language in a “narrow sense” (FLN). Fitch (2010b)
further elaborates on different types of “recursion”, and how these are relevant
for the theory of natural language. In the context of the Strong Minimalist The-
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sis (SMT), Chomsky (2005, 2010) calls this operation “unbounded Merge”. The
saltational view maintains that recursion, or unbounded Merge, is likely the only
human specific capacity in the FLN that sets human language apart from com-
municative (and non-communicative) competences of other animals, while there
might be a multitude of general learning capacities that are shared across species
as part of the faculty of language in a “broad sense” (FLB). The position that un-
bounded Merge is human specific has mainly been adopted by accounts of lan-
guage evolution associated with the Minimalist Program (Bolhuis et al., 2014;
Berwick et al., 2013).

To illustrate this, in Figure 2.5 a), there is an individual (marked in blue)5 at
time step 𝑡 = 2, which evolved the uniquely human language competence 𝑐hum.
This qualitatively diverges from the “proto-human” competence 𝑐proto. As a con-
sequence, the “switching” event is also associated with the split between “proto-
language” and “language”, for instance, in Piattelli-Palmarini and Uriagereka
(2004, pp. 368). The altered competence state is spread throughout the popula-
tion in subsequent generations.

More precisely, the competence state can be divided into subcompetences,
namely, the human specific competence (FLN) and the competence shared with
animals (FLB):

𝑐hum(𝑡) = 𝑐FLN(𝑡) + 𝑐FLB(𝑡). (2.5)

The assumption of Hauser et al. (2002), and Fitch et al. (2005) is that any compe-
tence state before 𝑐hum, i.e. before time 𝑡 = 2 in this specific example, exclusively
contained (FLB):

𝑐proto(𝑡 < 2) = 𝑐FLB(𝑡 < 2). (2.6)

According to the same authors, the addition of a human specific competence for
language, i.e. 𝑐FLN(𝑡 ≥ 2), might not have had any obvious communicative func-
tion andhencenot necessarily a selective advantage. From the saltational perspec-
tive, the term “language” refers to this universal state of competence shared by all
living humans, variously called “I-language”, “internal language” or “Universal
Grammar”. The details are given in Hauser et al. (2002, p. 1570) and Fitch et al.
(2005, p. 180). In this framework, language is thus defined as:

Language ∶ 𝑈𝐺(𝑡) = 𝑐1(𝑡) ∩ 𝑐2(𝑡) ∩ ⋯ ∩ 𝑐𝑛(𝑡) = 𝑐FLN(𝑡). (2.7)

5 The competence state of some individual 𝑖 at time 𝑡 = 2 should be denoted as 𝑐hum𝑖 (2). This is
simplified to 𝑐hum in the figure for convenience.
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Figure 2.5: Networks of speakers on an evolutionary time scale. a) The saltational account.
Green and blue ellipses represent speakers in competence states cproto and chum respectively
(which here correspond to points in time t=1 and t=2). The time period of proto-language is
marked in green, the time period of language is marked in blue. b) Two gradual accounts. Both
posit a gradual change from proto-language to language (gradual change of green into blue).
Competence states change gradually from cproto, over cproto/hum, to chum. There is a further dis-
tinction between discrete graduation and continuous graduation reflecting the difference be-
tween small – but discrete – changes in competence states from generation to generation (left)
versus gradual changes in competence states across individual life spans (right).

It refers to the universal competence state that spread throughout the whole hu-
man population from a given time 𝑡 onward. Of course, this is rather different
from the definition referring to the multiset of linguistic interactions as given in
Equation 2.2.

As a result, this model allows to draw a hard and fast distinction between lan-
guage competence, on one hand, and language performance, on the other (Chom-
sky, 1965, p.4). All biological preadaptations to language in the human lineage
up to competence state 𝑐hum and the evolution of that competence state itself are
considered the subject of language evolution research,whereas the linguistic inter-
actions between speakers from 𝑡 = 2 onwards are seen as language performance
and as such form part of research into historical language change. A clear dividing
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line between proto-language and language follows logically from this dichotomy
(Bickerton, 1990, pp. 164).

2.3.2 The gradual account

Opposing the saltational view, the two further accounts depicted in Figure 2.5 b)
display gradual changes from competence state 𝑐proto to 𝑐hum, with intermediate
state 𝑐proto/hum. Moreover, another distinction is introduced: the left side depicts
small – but still discrete – steps of changes in different generations (small cylin-
ders in different colours), while on the right side changes in competence occur
even within the life span of an individual (represented by cylinders gradually
changing colour). The first type of graduation is here referred to as discrete grad-
uation, whereas the second type is referred to as continuous graduation.

The discrete account is associated with the Neo-Darwinian process of grad-
ual adaptation of the language faculty (both 𝑐FLB and 𝑐FLN) by Pinker and Bloom
(1990) and Pinker (2003). It has been further corroborated by Pinker and Jackend-
off (2005) and Jackendoff and Pinker (2005) in reaction to Hauser et al. (2002) and
Fitch et al. (2005). The core tenet of the adaptationist view is that not only the
abstract principle of recursion, but several further cognitive components, for ex-
ample, those relevant for the perception and production of speech, are human
and language specific (i.e. part of 𝑐FLN). These are assumed to be the outcome of
gradual biological adaptation in the human lineage, potentially via the so-called
Baldwin effect, also referred to as genetic assimilation. For a discussion of this ef-
fect and computational models illustrating its workings see Briscoe (2003, 2005,
2009). This account is still “discrete” in the sense that it invokes genetic changes,
albeit potentially minuscule, which are inherited to later generations via natural
selection.

Importantly, this raises the question: what are competence states at any given
point in time adapting to? The only plausible answer is: language performance.
Adaptation hinges upon feedback that is necessary to define a fitness function
of the trait under selection. Pinker and Bloom (1990, p. 721) realize this when
they state that “each intermediate grammar [was] useful to its possessor”, and
that “every detail of grammatical competence that we wish to ascribe to selection
must have conferred a reproductive advantage on its speakers”. Note that “use-
fulness” and “reproductive advantage” are not necessarily opposed to arbitrari-
ness (Briscoe, 2009, p. 13). Namely, arbitrary features of language structure might
serve as successful communication “protocols”, and thus have a function, inde-
pendent of othermore typical functional pressures suchas ease of learningandus-
age. Broadly speaking, the feedback-loop between competence and performance
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links language back to a communicative function, from which it was dissociated
by Hauser et al. (2002) and Fitch et al. (2005). In fact, even a non-functional salta-
tional account might not get around positing some selection pressure towards re-
cursion, or Merge, since sudden mutation might explain how it came into exis-
tence, but not how it came to fixation in the human lineage (Briscoe, 2003, p. 303).

Thus, in accounts extending the original proposal by Pinker and Bloom
(1990), any competence state can only be selected for or against by means of
evaluation of its fitness in communicative performance. This is a far-reaching
repercussion of the adaptationist stance. It nullifies the categorical distinction
between competence and performance and, by logical extension, also between
proto-language and language. Investigations into language evolution and lan-
guage change are then part of the same overall research programme.

To put it in terms of the definitions given above: the competence state of an
individual at a given point in time, e.g. 𝑐𝑖(𝑡 = 2), can only be fully understood
against the backdrop of language performance (involving the same individual)
of former time steps, i.e. the accumulated linguistic interactions ℒ𝑖(𝑡 < 2). Per-
formance constitutes the basis for the selection of former competence states. In
consequence, the network competence at a given point in time is also depending
on former performance. Namely, network competence and language in a usage-
based sense are intertwined in a continuous feedback-loop along the dimension
of time:

… ℒ(𝑡 − 1) → 𝒩𝒞(𝑡 − 1) → ℒ(𝑡) → 𝒩𝒞(𝑡) … (2.8)

Without performance there is no selection and without selection there is no adap-
tation. If a competence state is the outcome of adaptation, then it cannot be inde-
pendent of past performance by logical necessity. Note that this is independent of
whether competence is defined in a FLN or FLB sense. Hawkins (2004, 2014) has
outlined the tight link between competence and performance in glossogeny. As-
suming an adaptationist account, the same rationale holds in phylogeny as well.
Upholding the distinction between competence and performance is probably the
prime reason for why Fitch et al. (2005, p. 179) rebut the adaptationist account
– for the FLN – stating that: “[...] questions of function are independent of those
concerning mechanism”.

2.3.3 Cultural evolution: beyond biological transmission

The model depicted under “continuous graduation” on the right of Figure 2.5 b)
adds another complication to the picture. Competence states do not only differ
from generation to generation as suggested by discrete graduation, but they also
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change over the course of an individual’s life. Competences acquired in this way
are potentially handed down to the next generation by means of epigenetic in-
heritance. The exact workings of this process are currently under debate, and
beyond the scope of this book. However, besides genetic inheritance, changes
in competence are also handed down to the next generation by means of cul-
tural inheritance. Cultural evolution has become a recurrent theme in studies
that do not draw a hard and fast distinction between language change and lan-
guage evolution (Christiansen and Chater, 2008; Christiansen and Kirby, 2003;
Chater and Christiansen, 2012; Bentz and Christiansen, 2010). Most prominently,
Christiansen and Chater (2008), followed up by Chater and Christiansen (2012),
critically review both the saltational and the gradual adaptationist view and ar-
gue that both are at odds with the structural diversity found across languages of
the world.

According to their criticism, the latest saltational account as proposed by
Chomsky (2005, 2010) runs into the problem of underspecifying the mechanism
by which linguistic variation arises. In fact, Chomsky (2010, p. 60) himself points
out that the variety of languages spoken across the globe is a “violation to the
spirit of the strong minimalist thesis”. Following the rationale of Figure 2.5 a), he
posits that linguistic research should be mainly concerned with the description
and analysis of unbounded Merge, whereas language diversity might be a epiphe-
nomenon of “externalization” (i.e. performance), which falls outside the domain
ofminimalism. Following this advice leads to the somewhat paradoxical situation
that the core question addressed in thefield of linguistics has few– if anything– to
do with linguistic diversity, which is, however, part and parcel of linguists’ every-
day work when documenting and analysing the world’s languages. This is most
likely the reason why many linguists oppose to the “recursion-only-hypothesis”,
and argue for a richer FLN that became biologically adapted to deal with “com-
plex communicative propositions” (Pinker and Jackendoff, 2005; Jackendoff and
Pinker, 2005).

However, even if the existence of a richer FLN is taken for granted, then there
are still three further problems with the adaptationist account (Deacon, 1997;
Christiansen and Chater, 2008; Chater and Christiansen, 2012):

1. It presupposes a stable language community, i.e. constant 𝒮(𝑡), over a rela-
tively long period of evolutionary time, in order for structural characteristics
of the communication system, i.e. ℒ(𝑡), to become genetically encoded in
the speakers’ competences. It is argued in Christiansen and Chater (2008,
p. 492-493) that such a long population stasis is hard to reconcile with the
facts about human migrations.
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2. Languages, in a usage-based sense, are attested to have changed relatively
fast in human history. Over a few hundred years they quite commonly di-
verge into varieties that are not mutually intelligible anymore. Such rapid
changes constitute a “moving target” for genetic encoding (Christiansen and
Chater 2008, p. 493-494, and Deacon 1997, p. 328). However, for a recent re-
assessment of this claim based on computational modelling see de Boer and
Thompson (2018).

3. There is no a priori reason to assume that biological adaptation only targets
abstract and “deep” language structures as part of the language faculty, while
“surface” characteristics of languages are culturally transmitted and learned
(Christiansen and Chater, 2008, p. 494-495). In otherwords, if adaptationwas
at work to genetically encode an abstract and arbitrary communication “pro-
tocol”, as argued in Pinker andBloom (1990), then it could just aswell work to
encode more concrete properties of languages such as the ability to produce
clicks or perceive tones. However, so far there is only limited evidence for ge-
netic predispositions that potentially facilitate the production of such partic-
ular phonemic features (Dediu and Ladd, 2007; Dediu et al., 2017; Moisik and
Dediu, 2017).

Instead of a saltational account with minimal specification of the FLN, or a grad-
ual adaptationist account with a richer FLN, supporters of continuous graduation
propose to investigate language structures as an outcome of interactions between
domain-general preadaptations to language. This includes aspects of the FLB like
increased working memory, word learning abilities, and sequential learning abil-
ities (Christiansen and Chater, 2008, p.508). Amplified by processes of cultural
transmission such preadaptationsmight give rise to the structural diversity of lan-
guageswe find in theworld today (see Beckner et al. 2009; Kirby et al. 2007; Smith
and Kirby 2008; Scott-Phillips and Kirby 2010; Kirby and Hurford 2002). From
this perspective, language structures are shaped by domain-general learning con-
straints (i.e. 𝑐FLB) rather than “grown” by a genetically hard-wired blueprint (i.e.
𝑐FLN).

In consequence, there is no strict discontinuity in the competence states of
speakers across time caused by a “great leap forward”, or even by minor genetic
changes as in the discrete graduation account. Instead, the shared set of compe-
tences are learned from linguistic patterns found in the input at an earlier point in
time 𝑡−1, i.e. linguistic interactionsℒ(𝑡−1). The cognitive capacities underlying
this learning have gradually evolved beyond animal capacities as domain-general
competence 𝑐FLB and gave rise to complex communication. Hence, while the FLB
is universal, in the sense of being shared by all humans, it is not strictly specific
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to language. In this account, there is no need for a language specific, universal
competence state that is shared across all – and only – humans. The FLB is the
overlap in competence that makes humans capable of language, while the FLN is
empty (Christiansen and Chater, 2015):

𝑐FLB = 𝑐1(𝑡) ∩ 𝑐2(𝑡) ∩ ⋯ ∩ 𝑐𝑛(𝑡), (2.9)

and

𝑈𝐺(𝑡) = 𝑐FLN = {}. (2.10)

Clearly, this position has not been generally adopted in the literature. Briscoe
(2003, 2009), for instance, points out that UG, referred to as the Language Acqui-
sition Device LAD, is very likely to be non-empty, if only in the weak sense that it
in some way needs to constrain the possible space of grammars that could poten-
tially be derived from language input.

Notably, Fitch et al. (2005, p. 201) concede that the actual content of the FLN
has to be determined by further empirical research and that it might turn out to be
“an empty subset of FLB, with only the integration ofmechanisms being uniquely
human.” In the most recent overview article by Fitch (2018), the neural compo-
nents relevant for speech are said to be derived from cognitive capacities already
present in our “nonlinguistic primate ancestors”. These are assigned to the “fac-
ulty of language, derived components”, abbreviated as FLD. Furthermore, the cri-
teria for assigning a trait to the FLN, namely being human and language specific,
are now seen as “too stringent regarding speech” (Fitch, 2018, p. 256). Of course,
since the reference is here to “speech” rather than “language”, this still leaves
open the question of whether the FLN is entirely empty.

2.4 Summary

It is important to keep inmind that the CAS framework, as outlined in the previous
sections, is agnostic to the exact definitions of “language” and “grammar”. De-
pending on how competence and performance are defined, it can accommodate
everything from the StrongMinimalist Thesis (SMT) to usage-based theories of lan-
guage. In fact, Gell-Mann (1992, p. 15) names both “innately represented princi-
ples that constrain grammar”, and “selection pressures [...] that favour what is
adaptive in terms of communication” as factors involved in the evolution of lan-
guage froma complex systems point of view. Thus, the CAS framework overarches
the opposing camps.
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Nevertheless, it is fair to say that, over time, the spirit of researchers associ-
ating themselves with the CAS framework has tended towards reducing innate
constraints to a minimum, and positing instead that language structures largely
emerge from cultural transmission (Kirby et al., 2007; Smith and Kirby, 2008;
Kirby et al., 2008). The results of Kirby et al. (2008) are a paradigm example of
this trend. In their iterated learning experiments, a hallmark of human language
– compositionality – emerges from originally random input over several gener-
ations of learning and transmission. Importantly, the observation that language
structures emerge from repeated cycles of learning and usagemight be in line with
– not opposing to – the Strong Minimalist Thesis. Chomsky (2010) explicitly states
that linguistic diversity is not an explanandum of the minimalist program. The
core of language in the minimalist sense, i.e. UG, can – by definition – not ex-
plain the variety of linguistic encoding strategies found across the world. UG can
only delimit the space of “possible languages”, any variance within that space is
a secondary phenomenon.

It is all the more important to keep in mind which exact definition of terms
such as “language” and “grammar” a theory proposes, and which are the impli-
cations of these definitions. The definitions given in the previous section can be di-
vided into two categories, according to whether competence and performance are
seen as strictly different, or rather intertwined subjects of research. Henceforth,
the former is called minimalist definition (Min), the latter usage-based definition
(Use).

ℒMin(𝑡) = 𝑈𝐺(𝑡) = 𝑐FLN = 𝑐1(𝑡) ∩ 𝑐2(𝑡) ∩ ⋯ ∩ 𝑐𝑛(𝑡). (2.11)

ℒUse(𝑡) = {𝑙1→2(𝑡), … , 𝑙𝑛−1→𝑛(𝑡)}. (2.12)

The saltational account is frequently linked to the minimalist definition. “Lan-
guage” in theminimalist sense equatesUniversal Grammar, defined as the human
and language specific set of overlapping competences in the FLN.

In contrast, the cultural evolution account is often associated with the usage-
based definition. “Language” is here defined as an accumulation of linguistic in-
teractions. Importantly, the linguistic competence of a speaker or signer 𝑠𝑖 at a
certain point in time 𝑡, i.e. 𝑐𝑖(𝑡), is the outcome of applying their domain-general
learning competence 𝑐FLB𝑖 to the input available at an earlier point in time, that
is ℒ𝑖(𝑡 − 1). This could be modelled as a “link function” between competence
and performance. They are intertwined in a feedback-loop along the dimension
of time. This is in line with the so-called performance-grammar correspondence
hypothesis (Hawkins, 2004, 2014) as well as usage-based approaches to language
learning and change (Bybee, 2006, 2007). By its very nature, the usage-based per-
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spective is more likely to inspire research into the diversity of languages, whereas
the minimalist account focuses more on language universals.

Interestingly, it is an open question how the discrete adaptationist account
can be reconciled with a distinction between competence and performance. On
the one hand, it posits a rich FLN as underlying human and language specific
competence. This is in line with the minimalist definition, and suggests a strict
divide between competence and performance. On the other hand, adaptation re-
quires performance as a basis for selection, i.e. interaction between competence
and performance. It is not further specified in Pinker and Bloom (1990), Pinker
and Jackendoff (2005), and Jackendoff and Pinker (2005) how both of these views
can be logically combined in a single, coherent account.

Wehave thus laid out different views onwhat “language” actually is. The over-
all objective of this book is to start measuring, and ultimately, explaining linguis-
tic diversity across languages of theworld. Theusage-baseddefinition of language
lends itself to this undertaking, more so than the minimalist definition. The min-
imalist perspective tends to marginalize language variation and change and to
focus on universal properties of language. However, whether FLN exists as a non-
empty set of subcompetences is not a central question here. Instead, the question
in focus is: which aspects of language in a usage-based sense are potentially to be
explained by factors external to FLN, and maybe even external to FLB?

Answering these questions requires establishing links between languages
and the properties of populations using them as communicative tools. More pre-
cisely, it requires investigating how the set of linguistic interactions (ℒ(𝑡)) might
change over time due to changes in the population of speakers (𝒮(𝑡)) and their
competences (𝒩𝒞(𝑡)). The next chapter discusses how the CAS model can be
modified to reflect this link.



3 Language Change and Population Structure
As outlined in the previous chapter, the CAS model – in its usage-based formu-
lation – assumes that a speaker/signer population at a given time 𝒮(𝑡) carries
network competence𝒩𝒞(𝑡). This network competence, in turn, underlies the us-
age of particular linguistic variants and is reflected in language performance, i.e.
the entirety of linguistic interactions ℒ(𝑡). By this definition, if speaker/signer
networks were static over time, there would be no – or very limited – change in
ℒ(𝑡).

A notable exception is change driven by randomnoise, i.e. independent of the
language competence underlying an utterance. It is viable to assume that there is
quite literally random noise in the transmission of phonetic information, though
whether and how this affects language structuremore generally is unclear. In fact,
there is evidence that spoken language is robust even in the face of noise (Winter,
2014).

Having said that, a core assumption in the following is that linguistic inter-
actions reflect network competences. Network competences are likely to change
over time for reasons of expansions or reductions of speaker populations, enhanc-
ing or cutting back on variation in linguistic interactions respectively. Any single
speaker and their linguistic performance can vary along several dimensions, in-
cluding the pronunciation of words, the usage of base vocabulary, morphological
marking, and syntax. Tomodel language change in detail we could considermany
different subpopulations (down to the individual speaker and their idiolect) with
different network competences. However, to start with, we assume the simplest
scenario of variation possible: the existence of two subpopulations𝐴 and𝐵, with
two differing network competences.

3.1 Populations and languages

Let us assume two subpopulations 𝐴 and 𝐵 at time 𝑡 which are heterogeneous
in the sense that they carry differing sets of network competences. In Figure 3.1,
these are indicated by different colours, i.e.𝒩𝒞𝐴(𝑡) in blue, and𝒩𝒞𝐵(𝑡) in red.
The proportion of speakers in subpopulation 𝐴 compared to speakers in subpop-
ulation 𝐵 can differ over time. Crucially, differences in network competences of
subpopulations are reflected in their linguistic output. This is illustrated in the
equations on the right of Figure 3.1. The composition of speaker populations at
times 𝑡 = 1, 𝑡 = 2, and 𝑡 = 3 is directly reflected in the composition of the re-
spective language in a usage-based sense. Namely, the three languagesℒ(𝑡 = 1),
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ℒ(𝑡 = 2), and ℒ(𝑡 = 3) differ with regards to the spread of the red and blue
features in linguistic interactions. For instance, at time 𝑡 = 1 the red competence
is exclusively represented by speaker 𝑠7. Hence, the corresponding red feature is
only reflected in their linguistic interactions with other speakers: 𝑙7→3(𝑡 = 1)
and 𝑙7→10(𝑡 = 1). At 𝑡 = 2, however, the new feature is increasingly more
widespread in linguistic interactions. Finally, at 𝑡 = 3, it has spread throughout
the entire population. Of course, whether we want to call ℒ(𝑡 = 1), ℒ(𝑡 = 2),
and ℒ(𝑡 = 3) three separate languages depends on how exactly we define the
threshold at which linguistic interactions are not mutually intelligible anymore.
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Figure 3.1: Subpopulations A and B. The cylinder on the left displays proportions of subpopu-
lations (blue and red) changing over time. The equations on the right give definitions of sets
of populations and languages at times t=1, t=2, and t=3. It is assumed here that a given com-
petence state of a speaker/signer sᵢ is reflected in linguistic interactions with other speaker-
s/signers. For convenience, in this figure a linguistic interaction is denoted as li→j, dropping the
exact point in time in parentheses.

Take an actual historical example. Let us assume that at some point in the transi-
tion from Old English towards Middle English and finally Modern English a sub-
population 𝐴 still used the numerous weak and strong plural forms of nouns
in the nominative, e.g. stanas ‘stones’, scipu ‘ships’, sorga ‘sorrows’, and naman
‘names’, whereas subpopulation𝐵 started to use the regular s-plural suffixwhich
applies to the vast majority of English nouns today. Depending on the numerical
dominance of speakers of subpopulation𝐴 in relation to subpopulation𝐵, either
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the original or the s-plural forms would have been dominant in the language at
that point in time. In other words, if our categorization of languageℒ(𝑡) into Old,
Middle, or Modern English was solely based on nominal plural marking, then our
decisionwould be directly linked to the proportion of regular over irregular forms,
and this proportion is a direct reflection of population structure.

In practice, there are many more phonological, morphological and syntactic
considerations taken into account in language classification. However, the ratio-
nale is similar. There has to be a threshold for our decision on how any given
language at time 𝑡 is classified. Whether this threshold has been reached is di-
rectly linked to the prevalence of respective subpopulations, their network compe-
tences, and the entirety of linguistic interactions resulting from these. As a conse-
quence, there is a tight link between population structure and language structure
in this model.

Ultimately, we want to know the factors that drove or caused the language to
replace one linguistic feature for another.What caused the change of nominal plu-
ral morphology from a variety of patterns towards a regular -s pattern in the case
of OE and ModE? Within the usage-based CAS account, the answer has to lie in
the network competences and the linguistic interactions of subpopulations, that
is, in differing pressures of learning and usage. In this context, neutral change, i.e.
change unrelated to particular selection pressures, has been argued to constitute
the null-model – in parallel to biological evolution. Furthermore, the size of a pop-
ulation, the percentage of adult learners present, and the status associated with
a language might be causally related to language structures changing over time.
Finally, geographical and genealogical phenomena such as population drift and
phylogenetic grouping are intertwined with these effects.

Neutral change
The term “neutral change” denotes a process whereby a particular variant re-
places other variants in a population without necessarily conferring an adaptive
advantage, i.e. without being directly selected for. This process is sometimes also
referred to as “random copying”. In a linguistic context, this is the case if “the
probability of a language learner adopting any given linguistic variant only de-
pends on the frequency of that variant in the learner’s environment” (Kauhanen,
2017, p. 327). If this is the case, then frequency of usage – plus some randomnoise
– is sufficient to explain the rise and fall of linguistic features from phonemes to
syntax. Since neutral change in this sense is tightly linked with frequencies of us-
age, it has been associatedwith usage-based accounts of language change (Baxter
et al., 2006, 2009; Blythe and Croft, 2012). Language-like phenomena that have
been argued to arise in this manner include Zipf’s law of word frequencies (Reali
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and Griffiths, 2010) and S-curve shapes characteristic of the frequency increase
and decrease of variants in competition (Reali and Griffiths, 2010; Kauhanen,
2017; Yanovich, 2016). Moreover, Kauhanen (2017) argues based on computa-
tional simulations that neutral drift should be seen as the default mechanism
rather than a last resort to explain language change.

However, the degree to which actual language change phenomena can be
explained by neutral mechanisms, versus being driven by social and cognitive
selection pressures, is still under debate (see Blythe, 2012; Kauhanen, 2017, for
an overview). In a study based on historical corpora of English, Newberry et al.
(2017) illustrate how some changes qualify as driven by genuine selection, e.g.
irregularization from sneaked to snuck over the past 150 years, while for others,
e.g. builded to built, neutral drift cannot be rejected as amechanism.More studies
based on empirical data across different languages are necessary to further assess
the weighting of neutral drift versus selection.

Also, more theoretical thinking about the basic assumptions of language
change in comparison to biological evolution is necessary. In many cases, it is
hard to assess how realistic a given mathematical model and its computational
implementation is, given the lack of empirical data to evaluate it. For instance,
in Kauhanen (2017)’s model, “random noise” is introduced in the form of an in-
novation parameter. This is necessary for variation to arise, otherwise the same
variant would be used consistently throughout a population and change would
be impossible. In this context, random noise is conceptualized as speakers choos-
ing a given variant uniformly at random, i.e. with equal probability, from a set of
variants.

Translated to the history of noun plural formation in English this could mean
the following. While the majority of speakers in an early period still used, for in-
stance, the variant scipu as the nominative plural of ‘ship’, some speakers in a
later period started to choose randomly between the variant scipu and scip(e)s.
However, this further begs the question where the new variant came from in the
first place.

Inmodels of genetic evolution, randommutations can replace one amino acid
for another in a substring of DNA, and thus create a new allele. Is the linguistic
process of replacing the -umarker with an -(e)smarker on the stem scip- concep-
tually the same as a random mutation in genetics? Or is there already a cognitive
pressure, i.e. selection, reflected in the usage of the -s plural? More generally, can
there be “true” random noise in the usage of linguistic variants?

Most certainly, these are tough questions to answer. Also, even if we come to
the conclusion that biological evolution isdifferent from language change in some
fundamental regard, this does not undermine the overall usefulness of the above
cited studies, since they spearhead the development of methods to rigorously test
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differentmodels of language change, which are currently lacking. Beyond the pro-
cess of neutral drift there are further aspects of population structure relevant to
language change. These are outlined in the following and detailed in Chapter 6.

Population size
The overall size 𝑛 of a population of speakers 𝒮(𝑡) = {𝑠1, 𝑠2, ...𝑠𝑛} is related
to the “transparency” for change. Simply speaking, bigger populations require
more time and interactions for an innovation to spread throughout the network
of competences, everything else being equal. Going back to the example of sub-
populations in Figure 3.1, it is conceivable that an innovation like the s-plural in
the history of Englishhas ahigher probability to spread in a small population than
in a bigger population.

Moreover, network competences and hence linguistic interactions in bigger
populations might exhibit more variation than in smaller populations – bear-
ing more potential for change. Finally, population size can be linked to another
population-related factor: language contact. Bigger populations might be those
populations that have (by trend) “recruited” more adult learners in the past.
The literature on population size as a predictor of language change is discussed
further in Chapter 6.

Percentage of adult learners
Imagine that, in Figure 3.1, subpopulation 𝐴 corresponds to “native” speakers of
ℒ(𝑡 = 1), whereas subpopulation 𝐵 corresponds to “non-native” speakers. Non-
native speakers are here conceptualized as adult learners, or more precisely, as
learners that have had less exposure to the target language. While at 𝑡 = 1 high-
exposure speaker competences (and the corresponding linguistic interactions)
are in the majority, at 𝑡 = 2 the low-exposure competences have spread through-
out the biggest part of thenetwork.Note that this could either happenbymore low-
exposure learners coming into the population from outside, or by native speakers
adopting low-exposure patterns in their linguistic interactions.

In both cases, it is the competence states of the low-exposure learners that un-
derlie changes in the overall population, and drive the language towards the new
states at 𝑡 = 3. The literature and terminology related to such language contact
phenomena is outlined in more detail in Chapter 6 and Chapter 10.

Language status
Competences and linguistic interactions could also differ with regards to the so-
cial status they are associated with. For example, interactions in 𝐴 might corre-
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spond to dialectal variance in pronunciation, whereas interactions in 𝐵 might
correspond to an evolving national standard such as Received Pronunciation. In
this case, the reason for why𝐵 competences spread throughout the population at
𝑡 = 2, and 𝑡 = 3 would have to do with the socio-political associations linked to
linguistic interactions, not necessarily with communicative efficiency or learning
pressures.

3.1.1 Population drift

The effects that different characteristics of speaker/signer populations and their
usage preferences have on linguistic structures might further be magnified or di-
minished by population drift and dispersal. Population drift is a concept known
from evolutionary biology. When populations of species drift apart (either geo-
graphically or by any other means of isolation) the emerging subpopulations will
carry only a part of the overall variation found in the source population. A series
of such population splits leads to decreasing diversity in consecutive subpopula-
tions. This is called a serial founder effect. The classic notion of linguistic “drift”
as coined by Sapir (1921) is rather different at first sight. Sapir’s “drift” refers to
the tendency – often defying any obvious explanation – of one linguistic form
gradually replacing another in a population of speakers. Sapir gives the example
of how the question “Who did you see?” unavoidably encroaches on the territory
of “Whom did you see?” in the spoken English of his time – whilst being “quite
incorrect”. While linguistic drift and population drift are conceptually different,
Sapir recognized that they are intertwined, namely, when social isolation gives
rise to linguistic diversification:

Now dialects arise not because of the mere fact of individual variation but because two or
more groups of individuals have become sufficiently disconnected to drift apart, or indepen-
dently, instead of together. So long as they keep strictly together, no amount of individual
variation would lead to the formation of dialects. In practice, of course, no language can
be spread over a vast territory or even over a considerable area without showing dialectic
variations, for it is impossible to keep a large population from segregating itself into local
groups, the language of each of which tends to drift independently. (Sapir, 1921, p. 73)

Hence, linguistic drift and population drift interact when new languages take
shape. To illustrate this, assume that at time 𝑡 = 2 there are two subpopulations
𝐴 and 𝐵 that are part of a bigger speaker population in the sense that speakers
of 𝐴 and 𝐵 are still interconnected via mutual linguistic interactions (see Fig-
ure 3.2). After 𝑡 = 2 there is a split that runs through the overall population,
i.e. a population drift. This could be a geographic, political, or any other type
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of isolation that results in reduced linguistic interactions. Remember that our
definition of “speaker population” is based on linguistic interactions. Hence, if
there are no interactions between two subsets of speakers, then this automatically
leads to two separate populations 𝐴 and 𝐵. Arguably, in scenarios of sudden ge-
ographic dispersal, it is unrealistic to assume that these two populations speak
two different, i.e. mutually unintelligible, languages straight away. Realistically,
right after 𝑡 = 2 linguistic interactions are still mutually intelligible between
the populations, but communication channels are cut. These potential linguistic
interactions are indicated in Figure 3.2 by dashed grey lines.

t=3

t=2

t=1

Population drift

t=4

s
0

Population A Population B

Subpopulation A Subpopulation B

Figure 3.2: Two subpopulations (blue) and (red) drift apart after time t=2. At subsequent times
t=3 and t=4 the “branches” develop two different network competences, eventually leading to
two separate languages. Potential linguistic interactions between the separated populations
are indicated with grey dashed lines. The original innovation in the red branch develops from
speaker s₀ onwards.
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Crucially, at time 𝑡 = 4 all speakers in population 𝐴 have come to share the blue
feature, while all speakers in population 𝐵 have come to share the red feature.
If these populations are geographically separated, then geographic location pre-
dicts the usage of a given feature. This “areal” pattern emerged due to geographic
drift, since it isolated speakers with the red feature from speakers with the blue
feature. Arguably, however, the population drift by itself is not the ultimate cause
for the two separate red and blue populations at time 𝑡 = 4. The cause has to
be sought a) in speaker/signer 𝑠0 who first adopted the red feature, and b) in the
reason(s) for why this feature was spread throughout the original population at
time 𝑡 = 2. For example, 𝑠0 could have been an adult learner whose choice of the
red feature is explainable by specific learning biases. The featuremight then have
spread throughout the entire population bymeans of native speakers adopting it,
maybe related to the social status of 𝑠0 or due to the relative ease of usage, etc.

The bottom line is that population drift and the resulting geographic/areal
patterns are factors conceptionally different from the ones directly relating to the
structure of a population at a givenpoint in time, i.e. population size, adult learner
percentages, and status. When it comes to explaining the presence or absence
of specific features in linguistic interactions these two kinds of factors should be
teased appart. Namely, population drift canmagnify changes that are already un-
der way in subpopulations, but it does not cause change by itself.

This is generally true, unless we assume that the “choice” of linguistic vari-
ants is genuinely random, that is, unrelated to any systematic biases and selec-
tion pressures related to learning and/or usage by speakers/signers. In the case
of neutral linguistic features, mere population drift could still give rise to diversifi-
cation, andmight hence be conceptualized as a direct causal factor. For instance,
if speakers of Old English “chose” purely randomly from the set of possible plu-
ral noun forms, population drift could still causally explain why certain forms
became fixated in certain subpopulations and not others. However, as has been
hinted at above, it is questionable whether the usage of linguistic forms is ever
purely random in this sense.

3.1.2 Language genealogy

Similar considerations are relevant for the phylogenetic dimension. Language
families are established on the basis of structural similarities, be it in the phono-
logical, lexical, morphological, or syntactic domain. The distance between lan-
guages with regards to structural features is taken as an indication of close,
distant or non-existent genealogical relatedness.
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Figure 3.3 illustrates the hypothetical evolution of speaker populations and
linguistic interactions starting with a single ancestral population at 𝑡 = 1, and
finally grouping into separate branches (𝐴 and𝐵, e.g. families or genera) at time
𝑡 = 8.

Group A Group B

t=8

t=7

t=6

t=5

t=4

t=3

t=1

t=2

Figure 3.3: Languages grouping into families. Hypothetical phylogenetic tree with branches
of two separate phylogenetic groupings which coincide with population splits. Group A (left)
and group B (right) evolved along points in time (t=3 to t=8). The colour of individual speaker-
s/signers represents the presence (red) versus absence (blue) of a particular linguistic feature
of interest.

In reality, we often do not know the exact population history as outlined here. In-
stead, languages between 𝑡 = 1 to 𝑡 = 8would be represented by fairly restricted
subsamples of the actual linguistic interactions, for instance, looking at lists of
lexical items or cognates. This is a common method applied in phylogenetic lin-
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guistic analyses to build the (presumably) most reliable phylogenetic trees. The
structure of a phylogenetic tree derived from lexicalmaterialmight verywell differ
from another tree based on other linguistic material. In this particular example,
assume it is the distribution of the red and blue features we want to explain. They
could reflect, for instance, morphological marking strategies, with red colour re-
flecting the usage of casemarkers to indicatewhodidwhat towhom and other case
relations, and blue colour reflecting the absence of such markers.

Now, wemight pose the question:why do the languages in group𝐴 generally
not exhibit casemarking at time 𝑡 = 8, while the ones in group𝐵 do? One answer
might refer to the whole group (be it family or genus), simply stating that in the
history of group 𝐴 (from 𝑡 = 3 to 𝑡 = 7) there has never been extensive case
marking in the respective languages. Hence, it was a priori unlikely to arise in
languages at 𝑡 = 8. To give a real world example, we can ask why German has
morphological case marking and Mandarin Chinese does not. We could refer to
the fact that case marking is typical for languages of the Indo-European family,
but not for those of the Sino-Tibetan family. However, this “explanation” is barely
scratching the surface. It merely hints at some unknown past processes shaping
languages of different families in different fashions.

Just as in the population drift scenario above, a satisfying answer should
explain why case marking started to be adopted by some speakers in group 𝐵 at
time 𝑡 = 3 and 𝑡 = 4, and how and why it spread in the following generations.
Likewise, it is important to know why case marking did not spread in group A
at 𝑡 = 5 and 𝑡 = 6, though some speakers started to adopt the strategy. Again,
within the CAS framework, the answers to these questions are linked with the
competences of speaker populations, and hence with factors such as population
size, adult learning, and language status.

To sum up, populations of speakers/signers can differ synchronically and di-
achronically with regards to their network competences and – as a direct conse-
quence – the encoding strategies they adopt in their linguistic interactions. Thus,
variation and change in ℒ(𝑡) is tightly linked with variation and change in the
population 𝒮(𝑡). We have focused here on three factors pertaining to the pop-
ulation of speakers and their network competences: population size, language
contact, and language status. These are henceforth referred to as explanatory
factors. They are primary factors for understanding change in languages over
time. Population drift can magnify these effects and yield specific geographi-
cal patterns of the distribution of linguistic structures. Similarly, phylogenetic
modelling sheds light on how languages relate to each other with regards to the
subsample of linguistic interactions we choose to represent them with. However,
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both geographical and phylogenetic patterns are not genuine explanatory factors.
Rather, they are secondary factors of grouping.

3.2 A note on “internal” and “external” factors of change

So far we have discussed factors of change related to the population of speakers.
This raises the question how the CAS model relates to the classical distinction
between language “internal” and “external” factors of change. This dichotomy
is pervasive in studies of language evolution and historical language change,
and crosses the boundaries of opposing views. It is ubiquitous in frameworks
related to sociolinguistics (Croft, 2000; Jones and Esch, 2002; Jones and Singh,
2005), genetic linguistics (Thomason and Kaufman, 1988), as well as principles-
and-parameters (P&P) theory alike (Briscoe, 2000b,a; Clark and Roberts, 1993;
Lightfoot, 1979; Pintzuk et al., 2000; Yang, 2000). However, definitions of “inter-
nal” and “external” factors vary considerably across these frameworks. They can
be interpreted in at least two ways.

Structuralist interpretation
Within accounts influenced by structuralism languages are viewed as closed sys-
tems of intertwined structures at different levels: phonology, morphology, and
syntax. In this view, linguistic systems inherit structural features from their proto-
languages and follow a “natural” or “normal” path of change, according to gen-
eral principles such as assimilation, analogical extension and analogical levelling
(Jones and Singh, 2005, p. 18-19). A typical example is the nominal pluralmarking
system of Old English as outlined above. While the plural markers of nouns in OE
could differ according to declension classes (e.g. stānas ‘stones’, scipu ‘ships’),
in Modern English the plural -s is analogically extended to the vast majority of
nouns. The structuralist interpretation of such “internal” language change is a
reordering of markedness patterns in a closed language system (Thomason and
Kaufman, 1988, p. 22). Having said this, language “external” factors then refer to
language contact, i.e. the impact of child bilingualism or adult second language
learning on a target language. For more extensive discussions of the structuralist
take on “internal” and “external” factors of change see Thomason and Kaufman
(1988, p. 1-12), Jones and Singh (2005, p. 1-29), and Lightfoot (1979, p. 381).

Generative interpretation
Generative accounts of language change tend to focus on synchronic language
acquisition of native speakers, though there are extensions to diachrony (Briscoe,
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2000a; Clark andRoberts, 1993; Lightfoot, 1979;Niyogi andBerwick, 1997; Roberts
and Roussou, 2003; Roberts, 2007; Yang, 2000). In the generative context, “inter-
nal” refers to the innate blueprint of UG that limits the space of possible gram-
mars (Yang, 2000, p. 232). The internal force in the context of P&P accounts is
UG, an innate, universal and presumably fixed set of parameters. This is spelled
out most clearly in Clark and Roberts (1993, p. 340), but see also contributions in
Biberauer et al. (2010) for more recent elaborations within the Minimalist frame-
work. Since the input varies depending on the language a child learns, parameters
are set in acquisition to adjust for these particularities. The “external” dimension
then refers to language input during acquisition.

Beyond “internal” and “external” factors
It has been argued recently that both of these accounts are somewhat limited for
modelling and explaining language change. As pointed out by Jones and Singh
(2005, p. 25-26), the structuralist perspective on language change lacks explana-
tory power. Although the descriptive tools of this framework are elaborate and
elicit what is happening in great detail, they are generally silent on why it is hap-
pening. Structuralistsmight refer to earlier stages of a language as an explanation
for the loss of current features, but this just dilutes from the important question
of why specific features started to erode in the first place. Likewise, holding sys-
tem internal pressures responsible for changes falls short of accounting for the
triggering events. Jones and Singh (2005, p. 26) discuss these shortcomings more
explicitely referring to the Great Vowel Shift in Middle English.

The problemwith the P&P view, on the other hand, is that its notion of “inter-
nal” factor is too broad. Namely, the internal factor UG only requires a grammar
to be learnable or “possible”. As a matter of fact, all the grammars of languages
across the world are learnable and “possible” in this sense. By definition, all nat-
ural languages are within the scope of UG. Hence, UG as an internal factor is not
predictive when it comes to changes in specific languages, and is therefore only
marginally relevant if we want to model how languages evolve over time. Again,
this seems to be in line with the newest facet of the minimalist program as out-
lined in Chomsky (2010).

Moreover, the notion “external” in the P&P sense refers to linguistic input for
the next generation of learners. Variation in the input will cause the learners to
select different viable grammars (Roberts and Roussou, 2003; Roberts and Holm-
berg, 2010; Yang, 2000). That is, learners are exposed to a random, limited sample
of input sentences from which they can analytically derive a possible grammar.
This mechanism will lead to convergence with adult grammars in most cases, but
alsoproducenewgrammars in a fewnon-converging cases. These cases inevitably
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give rise to language change (Roberts and Holmberg, 2010, p. 53-54). Note, how-
ever, that this framework does not attempt to explain in more detail where the
variation in the input for the next generation of learners stems from. Interestingly,
there are P&P accounts asserting that variation can be triggered by migration,
phonological erosion, and linguistic innovation (see Lightfoot, 1979, p. 381;Niyogi
andBerwick, 1997, p. 717; andYang, 2000, p. 237), but neither themechanismsnor
the outcome of such genuinely “external” pressures are modelled in more detail.

In conclusion, the definition of “internal” factors in P&Paccounts is too broad
to predict changing encoding strategies and the definition of “external” factors
does not include a detailed account of how language contact and other sociolin-
guistic pressures can trigger change.

Finally, researchers working within both structuralist and generative frame-
works often automatically assume that an explanation has to be either “internal”
or “external”. However, Farrar and Jones (2002, p. 3) argue that this either-ormen-
tality is bound to be misleading when dealing with complex phenomena such as
language change. Rather than imposing strict distinctions upon gradual and in-
tertwined phenomena, they propose to highlight the interplay of various factors
instead (Farrar and Jones, 2002, p. 8).

In line with these considerations, a strict distinction between language “in-
ternal” and language “external” factors is not backed by the usage-based variant
of the CAS model. A strict distinction can only be upheld if we assume that there
is a universal competence state independent of linguistic interactions – as argued
by the saltational account in Section 2.3.1. In contrast, within the usage-based ac-
count linguistic interactions and competence states – and hence “internal” and
“external” factors – are intertwined and change in parallel over time.

3.3 Description, grouping, and explanation

According to the arguments given in the previous section, the “internal” vs. “exter-
nal” distinction is not of central importance here. Instead, it is necessary to tease
apart so-called descriptive, explanatory and grouping factors.

Descriptive factors
Descriptive factors are such that help describe the entirety of linguistic interac-
tions of a speaker population, or a subsample of these. Essentially, this is any in-
formation – phonological, morphological, syntactic or otherwise – we can gather
about a language at a certain point in timeℒ(𝑡). Note that depending onwhich de-
scriptive features of that language we are interested in, other descriptive features
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might function as predictors. For example, the loss of phonological distinctions,
e.g. between a bilabial nasal [m] and an alveolar nasal [n], can lead to – and hence
seemingly “explain” – the loss of morphological distinctions. However, such an
“internal” account is not the ultimate explanation in the usage-based CASmodel.
In this example, it only shifts the focus from a question about morphology to a
question about phonology, but does not provide a causal answer to either.

Explanatory factors
In contrast, explanatory factors are tightly linked to speaker/signer populations
and their competences. A change in the population, and hence the network com-
petences, directly predicts and explains changes in linguistic interactions. In the
usage-based CAS model, there is little or no change from ℒ(𝑡 = 1) to ℒ(𝑡 = 2)
without a change in the network competences from 𝒩𝒞(𝑡 = 1) to 𝒩𝒞(𝑡 = 2).
The network competences, in turn, are a reflection of the speaker/signer popula-
tions 𝒮(𝑡 = 1) and 𝒮(𝑡 = 2). Explanation in this sense is the ultimate goal of
linguistic analysis.

Grouping factors
Finally, if changes in competences and linguistic interactions happenwithin a cer-
tain branch of a phylogenetic tree at time 𝑡 = 1, then the “offspring” languages
ℒ(𝑡 > 1) of this branch are more likely to carry the changes. Likewise, if they
happen before a population drift, this drift might magnify the differences in sub-
populations and lead to new languages distinguished by the changed features in
question. Hence, phylogenetic and geographical grouping patterns are predictive
with regards to linguistic features, but not explanatory by themselves. They con-
stitute a third kind of factor, here referred to as grouping factor.

3.4 Summary

In conclusion, there is a range of characteristics at the population level that are
directly linked with variation in language competences, and the linguistic inter-
actions emanating from them. These include – but are not limited to – the size
of populations, language contact via subpopulations of adult learners, and social
status. This is not an exhaustive list. It could be extended to other factors, such as
the degree to which languages are learned systematically in schools, or whether
a written variant of the spoken language exists. These too might explain the pres-
ence or absence of structural features in linguistic interactions at a certain point
in time. The number of predictors included in a statistical model is often only lim-
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ited by the data available. On top of such explanatory factors, there are grouping
factors relating to geographical patterning or family relationships. These can be
predictive, but have to be linked to explanatory factors to constitute causal expla-
nations.

Applying this usage-basedCASmodel to actual languages,wewant to explain
why a language𝐴 uses certain linguistic features to encode information, whereas
language 𝐵 does not. To this end, we first need to define the linguistic feature(s)
we are interested in and consider all the descriptive factors relevant to their analy-
sis. Second, we need to link these descriptive factors to explanatory and grouping
factors in a quantitative model. The following chapter focuses on the first step.
Namely, it discusses a core information-theoretic property of languages – their
lexical diversity – as the linguistic feature to be cross-linguistically modelled and
explained.



4 Lexical Diversity across Languages of the World
4.1 Introduction

As pointed out in the introduction to this book, languages across the world are
astonishingly diverse. They use a potpourri of phonemes, morphemes, and syn-
tactic structures to encode information. Modelling and explaining this diversity
quickly becomes an infeasible endeavour. To reduce the complexity of the task,
we have to decide which of the manifold linguistic aspects we are interested in
more specifically. This decision will also determine our choice of data to repre-
sent languages.

If we are interested in variation in lexica, we can use cross-linguistic informa-
tion about basic word lists, for instance, those collected in the Automated Similar-
ity Judgement Program (ASJP) (Wichmann et al., 2013). If we are interested in struc-
tural features such as phoneme inventories, morphological marking strategies or
word orders, we can use databases such as theWorld Atlas of Language Structures
(WALS) (Dryer and Haspelmath, 2013). However, in the first case we reduce lan-
guages to a short list (40-100 words) of base vocabulary and in the second case
we reduce languages to specific phonological,morphological or syntactic features
defined by typologists.

On top of this, collecting information about structural features across hun-
dreds of languages requires definitions of abstract linguistic categories such as
phoneme, morphological marker and subject, verb, object. How many phonemes
exist for any given language?What exactly qualifies as an accusative case marker
cross-linguistically? How do we define the concept of subjecthood? These are
theory-heavy decisions that need to be taken into account. Any further analyses
of the data will carry this theoretical baggage.

Information theory offers us a more basic, quantitative, production-based,
and less theory-driven perspective on the core properties of languages. Shannon
(1948) considered the purely probabilistic aspects of the English alphabet to be
informative as to how the encoding of information works in this language. He de-
veloped a measure, the entropy, to capture the information encoding potential of
“events”. These events could be phones in a speech stream, letters, words, sym-
bols, or sentences in writing, or signs in the case of sign languages. Shannon’s
theory is agnostic to the exact information encoding units chosen – as long as
they can be measured. His proposal essentially boils down to asking: how much
surprisal, uncertainty, or choice is associatedwith the units we use? Simply put, if
we repeat the same unit over and over again, i.e. with high frequency, then there
is not much surprisal in our code, and hence not much information. Whereas if
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we use a multitude of different units with low frequencies, then we can transmit
more information. In written language production in particular, the information
encoding potential is closely related to the number different characters, words,
phrases, etc.

The account outlined in this book focuses on the word as basic information
encoding unit. The abundance of word forms or word types in relation to their
token frequencies will henceforth be referred to as lexical diversity (LD). Lexical
diversity is a core information-theoretic property of a given text, corpus and – by
extension – a language. The range of lexical diversities we find across languages
of the world is part of the puzzling diversity of information encoding strategies.
Lexical diversity can be calculated directly fromwritten language production, and
does not come with much theoretical baggage. In the remainder of this book, lexi-
cal diversity across languages of theworld is the phenomenon to bemeasured and
explained. Estimating lexical diversity per language, and measuring differences
in lexical diversity between languages is the central topic of this chapter.

4.1.1 Sampling from languages: parallel corpora

Remember that we defined the language of a population of size 𝑛 as the multiset
of linguistic interactions within that population at time 𝑡, i.e. ℒ(𝑡). To calculate
the lexical diversity for an entire language we would need to capture the totality
of linguistic interactions between speakers of that population at time 𝑡. Moreover,
to compare two languages 𝐴 and 𝐵 we would have to capture ℒ(𝑡)𝐴 and ℒ(𝑡)𝐵.
Clearly, this is downright impossible. However, we can sample from languages
usingwritten and/or spoken corpora to approximate the complete set of linguistic
interactions and their lexical diversities. There are two major issues here:

1. Any subsample might not be representative of the whole language. This issue
is typically addressed in corpus linguistics by using balanced corpora, i.e.
corpora that represent different registers and styles.

2. The content of texts chosen to represent a language can be a major confound.
Different contents might yield different LDs and hence blur the actual differ-
ences betweenLDs for languages.Hence,weneed to find samples for different
languages that (at least roughly) encode the same information, i.e. parallel
corpora.

We face a trade-off when we try to address both of these issues at the same time:
If we use maximally representative and balanced corpora, such as the British Na-
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tional Corpus (BNC) for English, it is impossible to find a corpus that is exactly
parallel in another language. On the other hand, if we use use parallel corpora to
make the lexical diversity comparison across languagesmoremeaningful, we risk
not representing the respective languages to a satisfying degree.

In this study, the strategy is to use parallel corpora of different registers to
address both issues to some extent. This approach has been proposed within the
framework of quantitative typology (Cysouw and Wälchli, 2007; Dahl, 2007). To
assess how strongly corpus composition biases our results, a part of the analyses
involve estimations of systematic differences between registers.

The parallel corpora used in this study are theUniversal Declaration of Human
Rights (UDHR),1 the Parallel Bible Corpus (PBC) (Mayer and Cysouw, 2014), and
the Europarl Parallel Corpus (EPC) (Koehn, 2005). The UDHR comprises a collec-
tion of more than 400 parallel translations, though not all of these are fully con-
verted into unicode. They represent more than 300 different languages (unique
ISO 639-3 codes). The UDHR is a short legal text of 30 articles and the average
number of word tokens across the texts is ca. 2000. The PBC is a collection of par-
allel translations of the Bible. It comprises around 1500 texts of more than 1000
languages.2 The average number of tokens per text is in the ten thousands. Note
that this corpus is not perfectly parallel since particular verses might not be repre-
sented in a given translation. The EPC is a collection of transcripts of discussions
in the European Parliament in 21 European languages. The average number of to-
kens is around 7 million.

4.2 Theoretical preliminaries: type and token frequencies

Types and tokens

Any measure of variation in lexical diversity of texts, corpora and languages has
to be based on the distinction betweenword types andword tokens. Sincewework
with written language and want to automatically process it, we need to assume a
technical definition. Aword type is here defined as a unique string of unicode char-
acters (lower case) delimited by non-alphanumeric characters (e.g. white spaces
and punctuation). Aword token is then defined as any recurring instance of a spe-
cific word type. For example, the first sentence of the first article of the Universal
Declaration of Human Rights reads:

1 http://www.unicode.org/udhr/
2 As of June 2016.
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(1) English (eng, UDHR 01)3
All human beings are born free and equal in dignity and rights.

The set of word types (in lower case) for this sentence is

𝒯 = {all,human,beings,are,born,free,and,equal,in,dignity,rights}. (4.1)

Hence, the number of word types in this sentence is 11, but the number of word
tokens is 12, since and occurs twice. Note that word types here include different
word forms of the same lemma, such that right and rights are two separate word
types. In theory, this definition of word types and tokens is straightforward, and
underlies a good portion of corpus and computational linguistic studies. In prac-
tice, however, there are some caveats even to this simple definition. Grefenstette
and Tapanainen (1994) have pointed out that tokenization is a non-trivial issue,
especially for very big corpora. There is a whole range of decisions that need to be
taken on the status of words and word delimiters. When analysing a wide range
of different languages, different writing systems, and different scripts such issues
become even more apparent.

For example, characters suchas the apostrophe (’) canbe ambiguous. In some
languages it denotes clitics and contractions as in English John’s or she’s, rep-
resenting John=GEN.SG and she is respectively, while in other languages, it de-
notes phonemic distinctions such as ejectives or glottal stops. For instance, in the
UDHR translated into CuzcoQuechua (quz),we encounter thewords k’iri ‘wound’,
p’unchay ‘day’, and sut’in ‘truth’. In combination with the preceding consonants,
the apostrophes here denote velar, bilabial and dental ejectives. Furthermore, in
adaptations of Latin scripts used to write Mesoamerican languages, e.g. of the
Otomanguean family, the apostrophe can represent a glottal stop. We find plenty
of examples such as xa’bi’ ‘man/human’, che’n ‘of’, co’ ‘who/what’ (Ruegsegger
and Ruegsegger, 1955) in the Miahuatlán Zapotec translation of the Bible. In En-
glish, genitive clitics and contractions might – or might not – be teased apart and
analysed as separate word types, depending on our linguistic analysis. In Chap-
ter 5, it is assessed how much difference such decisions make for word type dis-
tributions in English and German. In Cuzco Quechua, Miahuatlán Zapotec, and
other languages with ejectives and glottal stops, apostrophes should clearly not
be part of non-alphanumeric characters on which to split word types.

Another problematic example is numerical tonemarking,which iswidespread
in Latin scripts used to write tone languages of Mesoamerica, e.g. Otomanguean
languages of the Chinantecan branch (Skinner and Skinner, 2000). For instance,

3 Throughout this book, example sentences are accompanied by a line giving the language
name, its ISO 639-3 code, the acronym of the corpus, and a line identifier.
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in the Bible translation into Usila Chinantec (cuc), the name Abraham is written
A³brang²³. The numbers here indicate that the first vowel is pronounced with
constant mid-level pitch, while the second vowel has a falling pitch contour. Im-
portantly, tone numbers are by default included in the set of non-alphanumeric
unicode characters. Hence, a standard tokenization algorithm splits on tone num-
bers and will yield A brang as two separate word types.

Fortunately, typologically aware corpora such as the Parallel Bible Corpus are
specifically curated to use white spaces in an informative manner. Namely, they
delimit word forms independent of punctuation, as in the examples below.

(2) English, Darby version (eng, PBC 01001005)
And God called the light Day , and the darkness he called Night .

(3) Cuzco Quechua (quz, PBC 01001005)
Hinaspan Diosqa k’anchayta “ P’unchay ” nisqata suticharqan , laqhayaq-
tataq “ Tuta ” nisqata suticharqan .

(4) Usila Chinantec (cuc, PBC 40001001)
I⁴la³ ti²ton³ la⁴jang³⁴ sa¹jeun³ quian¹ Jesucristo a³lang⁴³ jon⁴³tyie¹
A³brang²³ jian³ Da³vei²³ .

(5) Miahuatlán Zapotec (zam, PBC 40001001)
Loo libr ndxè’ nda’ cuent cón che’n rye mèn co’ ngòc xudgool che’n Jesucrist
co’ nde bin David co’ ngòc rey póla .

Note that there are white spaces between characters and punctuation, but not be-
tween apostrophes and tonemarkings that are part of a word type. This simplifies
the problem of tokenization considerably. Adding white spaces is also an impor-
tant practice in scripts that delimit words by othermeans. The first sentence of the
UDHR in Amharic (amh), written in the Ge’ez script, is given as an example here.

(6) Amharic (amh, UDHR 01)
Original:
የሰው፡ልጅ፡ሁሉ፡ሲወለድ፡ነጻና፡በክብርና፡በመብትም፡እኩልነት፡ያለው፡ነው።
White spaces added:
የሰው ፡ ልጅ ፡ ሁሉ ፡ ሲወለድ ፡ ነጻና ፡ በክብርና ፡ በመብትም ፡ እኩልነት ፡
ያለው ፡ ነው ።

In the traditional Ge’ez script, words are delimited by a “colon” (፡), rather than
a visual space in between the characters. These need to be added separately to
enable automated tokenization. Yet other writing systems and scripts do not give
word boundary indications at all. A well-known example is Mandarin Chinese.
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(7) Mandarin Chinese (cmn, UDHR 01)
人人生而自由,在尊严和权利上一律平等.

The Chinese script is often referred to as a logography, i.e. a writing system rep-
resenting each word by a separate logogram. However, at close inspection it is
arguably more of a “phonetically imprecise syllabary” (Mair, 1996, p. 201). This
means it encompasses up to sixty thousand so-called sinograms that can some-
times represent semantic radicals such as足 zú ‘foot’, but are most often (namely
81% of the time) a combination of phonetic and semantic subcomponents (Mair,
1996, p. 201).

There is some rudimentary punctuation (a comma and a full stop) employed
in the Chinese example, but there are no strict and coherent rules of when to
use them. Thus, translations into Mandarin and Cantonese (cmn, yue), as well as
some other languages, including Japanese (jpn), Mon Khmer (khm), and Burmese
(mya) do not lend themselves to simple automated tokenization. There is work un-
der way to semi-automatically add white spaces between words for these scripts
too. However, at this point, these languages are not included in the sample.

Overall, it was outlined in this section that there are systematic ways of deal-
ing with problems relating to the diversity of scripts. As a consequence, the or-
thographic definition of “wordhood” is often taken as a given in corpus and com-
putational linguistic studies. Nevertheless, it is controversial from a linguistically
more informed point of view.

The indeterminacy of words

What is a “word” in the first place? From a psycholinguistic and typological point
of view, the mere existence of words as a cross-linguistically coherent category
is questionable. Haspelmath (2011), for instance, points out that there are at least
ten different ways of defining words, based on phonotactic, morphological or syn-
tactic criteria. He argues that none of themare “necessary and sufficient” by them-
selves and, what is even worse, no combination of these yields a definition that
unequivocallymatches common orthographic practices. For example, the bigram
car park in English is probably just as cognitively entrenched as Parkplatz in Ger-
man (literallymeaning ‘parking spot’) and probably does not bearmore of a pause
in speech, but it is written with a white space in English, and in German without.
Likewise, the German infinitive marker zu ‘to’ is sometimes separated from verbs,
as in zu gehen ‘to go’, while it is integrated in the verb form when preceded by
a particle, as in wegzugehen ‘to go away’ (Haspelmath, 2011, p. 36). Such ortho-
graphic decision seem arbitrary.
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The problem of a coherent wordhood definition becomes particularly appar-
ent when considering polysynthetic languages, which are traditionally defined as
combining a range of different stems and affixes into complex word forms. Con-
sider the following example fromMapudungun (arn), a polysynthetic language of
Southern Chile (example from Salas 2006 as cited in Bickel and Zúñiga 2017).

(8) Mapudungun (arn)

pepi-rume-küme-wentro-nge-tu-rke-i-ngu.
can-very-good-man-be-TEL-REP-IND-3DU

“Both of them were able to turn into very rich (lit. good) men, they say.”

From the point of view of linguistic analysis, it can be argued that a whole sen-
tence is here construed as a single complex word form by incorporating the noun
phrase rume-küne-wentro ‘very good man’ into a construction involving a modal
marker pepi ‘can’, the copula nge ‘to be’, as well as further morphological mark-
ers. However, as pointed out by Bickel and Zúñiga (2017), speakers of Mapudun-
gun might actually write something akin to pepi rume küme wentru ngeturkeingu,
due to influence by Spanish spelling conventions.

Along similar lines, Wray (2014) suggests that spelling conventions using
white spaces are rather the cause for – than the effect of – our intuition that
words are elementary units of language. Hence, orthography could be the main
reason for our intuition that words exist as meaningful units of language. In this
view, rather than being caused by a universal psycholinguistic bias to think in
word units, white spaces are more of an illusion introduced by the somewhat
arbitrary orthographic practices of Western scholars.

With regards to natural language processing, the bias to think about sen-
tences as strings of clearly defined words has potentially led to many inefficien-
cies. Grefenstette (2010)makes afirst attempt to estimate thenumber ofmultiword
concepts used in the English language, and argues that these, rather than single
words, will be the basic units of future natural language processing systems.

In the context of modelling processes of language learning, Baayen et al.
(2016) present a computational model of auditory comprehension that does not
explicitly try to segment speech input into neat word units, but is trained on
whole utterances and finds statistical regularities in continuous input along a
moving window. This “comprehension without segmentation” model is shown
to exhibit sensitivity to statistical patterns comparable to infants in artificial lan-
guage studies.

Thus, there are good reasons to be critical of orthographic wordhood defini-
tions. Advanced typological, computational and psycholinguistic analyses are im-
portant to further understand the basic units of information encoding in natural
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languages and their acquisition. For example, Stoll et al. (2017) analyse striking
differences in the distribution of verb forms in English and Chintang, a polysyn-
thetic language of Nepal. This study is based on a typologically refined definition
of a word type (more specifically verb form type) and it harnesses data from longi-
tudinal acquisition corpora. This allows a much finer-grained assessment of lin-
guistic differences than analyses based on orthography.

However, there is also evidence that some of the theoretical writing on the
indeterminacy of words might be overly pessimistic. A recent study on the infor-
mativeness of linguistic unit boundaries (Geertzen et al., 2016) applies standard
compression algorithms to parallel texts of the European Parliament Corpus in
English (Indo-European), Finnish, Estonian, and Hungarian (all Uralic) and in-
vestigates which unit boundaries inwritten language are themost important from
an information-theoretic point of view. It illustrates that word boundaries (i.e.
white spaces in written corpora), rather than morpheme boundaries or sentence
boundaries, are most informative. In other words, white spaces are most efficient
for finding and compressing regular patterns in written language. Arguably, the
range of typologically different languages is small in this study, and particularly
the analyses comparing the informativeness of morpheme boundaries and word
boundaries are limited to English, as there are currently no high-quality morpho-
logical analysers or large manually tagged corpora available for other languages.
Still, Geertzen et al. (2016) is a first important step to vindicate the usage of words
in written corpora as basic information encoding units. In fact, building on this
and further recent studies, Blevins (2016) develops a new framework for morpho-
logical analysis based on information-theoretic considerations.

Word frequency distributions

Given our definition of word types andword tokens we can define lexical diversity
more precisely as the distribution of word tokens over word types (given constant
content of a message). In other words, lexical diversity is the distribution of word
token frequencies per word types.

To formalize this, let 𝒲 = {𝑤1, 𝑤2, 𝑤3, ...𝑤𝑉 } be the set of word types,
where𝑉 is the vocabulary size, i.e. the number of different word types. For this set
of word types there is a distribution of token frequencies 𝐹 = (𝑓1, 𝑓2, 𝑓3, ...𝑓𝑉 )
which reflects the frequency count of each word type (in a given corpus) such that
for example 𝑓1 = freq(𝑤1). Note that the term “frequency” heremeans frequency
count –without normalization. For example, the “frequency” of the word type the
in the UDHR is 121. Given this definition, the overall number of tokens𝑁 for as set
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of types is therefore

𝑁 =
𝑉

∑
𝑖=1

𝑓𝑖. (4.2)

Clearly, there are differences in how word frequencies are distributed over types
in different sentences, texts and in whole corpora. An example of two differing
word frequency distributions, namely a uniform distribution of equal frequencies
and a non-uniform distribution of varying frequencies, can be seen in Figure 4.1.

In linguistic examples, the ranks (x-axis) of these frequency distributions cor-
respond to word types, and the frequencies on the y-axis to the number of tokens
per word type. To get a better overview of the rank/frequency profile, we can fol-
low Zipf (1932, 1935, 1949) and rank the distribution of token-counts (i.e. the distri-
bution 𝐹 ) from highest to lowest. The actual non-uniform (𝐹non-uni) and uniform
(𝐹uni) token frequency distributions chosen for illustration in Figure 4.1 are:

𝐹non-uni = (45, 20, 15, 10, 5, 1, 1, 1, 1, 1)
𝐹uni = (10, 10, 10, 10, 10, 10, 10, 10, 10, 10) (4.3)

These are directly reflected on the y-axis of Figure 4.1 a) and logarithmically trans-
formed in Figure 4.1 b). The log-transformation is a convention to make the full
distribution visible, even for long-tailed distributions with thousands of ranks.

Figure 4.1: Uniform and non-uniform frequency distributions. An example of visually comparing
a uniform (grey) to a non-uniform (black) frequency distribution. a) Illustrates the frequencies
of the two distributions ranked from highest to lowest. b) Illustrates the log frequencies and log
ranks for the uniform (grey triangles) and the non-uniform distribution (black dots).
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The purely numerical examples in Figure 4.1 and Equations 4.3 illustrate how fre-
quency distributions can differ. While the non-uniform distribution is skewed to-
wards the y-axis (i.e. higher frequencies), the uniform distribution is an example
of skewness towards the x-axis (i.e. low frequencies). In linguistic examples the
“shape” or “skewness” of a word frequency distribution reflects its lexical diver-
sity. To compare lexical diversities we need measures to capture these distribu-
tional differences.

Measuring lexical diversity

There is a wide range of lexical diversity measures in quantitative and applied lin-
guistics (seeBaayen, 2001; Jarvis, 2002;McCarthy and Jarvis, 2007, 2010;Mitchell,
2015; Tweedie and Baayen, 1998, for an overview). For example,Mitchell (2015) re-
ports a total of 50 different models based on the so-called type-token ratio (TTR).
The TTR is simply the number ofword types divided by the overall number ofword
tokens, i.e. in our notation

𝑇 𝑇 𝑅 = 𝑉
∑𝑉

𝑖=1 𝑓𝑖
= 𝑉

𝑁 . (4.4)

Taking the ratio of word types to word tokens is one of the simplest and crudest
ways to approximate the “shape” of a word frequency distribution. However, it
has been argued in Tweedie and Baayen (1998) that TTRs strongly depend on the
size of the language sample (i.e. the overall number of tokens), and that this is an
undesirable property of a lexical diversity measure. As a consequence, a series of
modifiedmeasureswas developed to render LDs independent of sample sizes (see
Jarvis, 2002; McCarthy and Jarvis, 2007, 2010).

These LD measures can be roughly divided into two categories: parametric
and non-parametricmeasures. Parametricmeasures require an underlying model
– e.g. the Zipf-Mandelbrotmodel (Mandelbrot, 1953) – that needs to be fitted to the
empirical ditributions. In contrast, non-parametricmethods do not assume an un-
derlyingmodel. Furthermore, the non-parametricmeasuresmight be divided into
ones that are based on TTR, and those which are not. In principle, any of these LD
measures could be used to approximate the “shape” of a word frequency distribu-
tion, and to calculate the difference between distributions (i.e. ∆LD). However,
there are advantages and disadvantages to each of them.

For example,when it comes to fitting parametricmodels, it is difficult (though
possible) to determine the right balance between underfitting by using the most
parsimoniousmodel (few parameters) and overfitting by usingmodels withmany
parameters. Hence, the results of simple parametric curve fitting procedures are
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Table 4.1: Differences in lexical diversities between uniform and non-uniform
distributions as depicted in Figure 4.1.

Measure non-uniform uniform ΔLD Type

ZM α 8.67 NA NA parametric
ZM β 12.45 NA NA
HD-D 7.04 9.97 2.93

Shannon H 2.27 3.32 1.05 non-parametric
Yule’s K 2680 900 1780

TTR 0.10 0.10 0 non-parametric (TTR-based)
MSTTR 0.17 0.10 0.07
MATTR 0.16 0.19 0.03
Herdan’s C 0.50 0.50 0
Guiraud’s R 1.00 1.00 0
CTTR 0.71 0.71 0
Dugast’s U 4.00 4.00 0
Summer’s S 0 0 0
Maas index 0.50 0.50 0
MTLD 2.20 2.04 0.16

Note: details about the LD measures used here (except for Zipf-Mandelbrot’s 𝛼
and 𝛽, and Shannon entropy 𝐻) can be found in Michalke (2014).

an easy target for criticism. Altmann andGerlach (2016) discuss these issuesmore
extensively and give potential remedies.

Table 4.1 gives values for some of the most well-known LD measures applied
to the uniform and non-uniform distributions (𝐹uni, 𝐹non-uni) from above (Equa-
tion 4.3). Most of these values were calculated using the koRpus package in R
(Michalke, 2014). ZM parameters are estimated by using the likelihood (Murphy,
2013) package, and Shannon entropy (Shannon andWeaver, 1949; Shannon, 1951)
by using the entropy (Hausser and Strimmer, 2014) package respectively.

Importantly, only the ∆LD values of the measures marked in grey reflect the
difference of the uniform and non-uniform distributions. For all the other mea-
sures ∆LD is 0. This is because measures such as Herdan’s C, Guiraud’s R, CTTR
etc. are all based on TTRs, and TTRs are insensitive to the differences in the dis-
tributions given in Equations 4.3. To see this, note that the number of types is 10,
and the total number of tokens is 100 for both the uniform and the non-uniform
distributions. Hence, the TTRs are

𝑇 𝑇 𝑅uni = 𝑇 𝑇 𝑅non-uni = 10/100 = 0.1. (4.5)
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Clearly, in more realistic distributions derived from actual texts, it is very unlikely
that the TTRs are exactly the same. However, the point about uniform and non-
uniform distributions illustrates that simple TTRs and measures based on them
are insensitive to the exact distributions of word frequencies. All that matters for
TTRs, by definition, is the total number of tokens and the overall number of types.

In contrast,measures such as ZMparameters andShannon entropy reflect the
“shape” of a distribution of word frequencies in more detail. Though a problem
with ZM parameters in this specific example is that the algorithm gives NAs for
the uniform distribution. Nevertheless, for word frequency distributions of real
texts estimation of ZM parameters is a viable method. It has been applied to mea-
sure changes in frequency distributions over historical time (Bentz et al., 2014;
Koplenig, 2015; Chand et al., 2017), in language learning (Baixeries et al., 2013),
and across different languages (Bentz et al., 2015).

There are further potential LD measures listed, such as HD-D, Yule’s K,
MSTTR, MATTR and MTLD. Each of these reflects the difference between the
uniform and non-uniform distributions (though for MSTTR and MATTR this dif-
ference is minor). Hence, all of these could, in principle, be suitable to measure
differences in frequency distributions across languages. Note, though, that these
were specifically developed with the objective of being constant across text sizes,
a property that requires specific modifications of the original TTRs, and makes
these measures less straightforwardly interpretable.

Finally, Shannonentropy comeswith theadvantageof beinganon-parametric
measure, not requiring curve fitting based on a hypothesized underlying model.
Moreover, it is interpretable within the framework of standard information the-
ory, it is directly linked to theories of complex systems, and it is widely applied
and tested in many different contexts. Taking into account all these considera-
tions, Shannon entropy is arguably one of the most convenient measures for LD.
It is discussed in more detail below.

4.3 Word entropy

In A mathematical theory of communication, Claude Shannon (1948) laid out his
account to measure the information potential of a symbol system transmitted via
a serial channel and thereby founded modern day information theory. The same
paper was republished a year later with minor changes – and an introduction
by Warren Weaver – as The mathematical theory of communication (Shannon and
Weaver, 1949). Entropy is a core concept in this work. It is a fundamental property
of symbol strings based on a given symbolic repertoire. In natural languages, this
could be phonemes, morphemes, words, phrases, or any other definable unit of
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information encoding. The theoretical entropy of a set of possible “events”, better
conceptualized here asword types, and their probabilities𝑝1, 𝑝2, … 𝑝𝑛 is defined
as (Shannon and Weaver, 1949, p. 50):

𝐻(𝑝1, 𝑝2, … 𝑝𝑛) = −𝐾
𝑛

∑
𝑖=1

𝑝𝑖 log 𝑝𝑖, (4.6)

where 𝐾 is a positive constant determining the unit of measurement, and 𝑛 is
the number of different types. The default is 𝐾 = 1, and the logarithm taken to
the base 2, yielding bits of information. Themathematical notation used to define
entropy can vary. Another standard way is to define a discrete random variable
𝑋 with “alphabet” (i.e. finite set of values) denoted by 𝒳. The probability mass
function is 𝑝(𝑥) = 𝑃𝑟{𝑋 = 𝑥}, 𝑥 ∈ 𝒳. This gives entropy equivalently as (Cover
and Thomas, 2006, p. 13-14):

𝐻(𝑋) = − ∑
𝑥∈𝒳

𝑝(𝑥) log 𝑝(𝑥). (4.7)

The logarithm is by default to base 2. The Shannon entropy in Equation 4.6 and
4.7 is often circumscribed by the term “uncertainty”. Shannon himself asked:

Can we find a measure of how much “choice” is involved in the selection of the event or of
how uncertain we are of the outcome? (Shannon and Weaver, 1949, p.49)

Hence, “choice” and “uncertainty” are two sides of the same coin.We choose sym-
bols to transmit information, andwe create uncertainty to be deciphered by the re-
cipient.Whenwe talk about language, the term “choice” resonates betterwith our
intuition that we try to transmit ideas to the hearer and thereby create more cer-
tainty, rather than uncertainty. However, the tight link between “choice” and “un-
certainty” reflects a fundamental information-theoretic trade-off in natural lan-
guages and communication systems more generally: more choice enables the cre-
ation of more elaborate messages, but also increases uncertainty, and hence im-
pedes rapid interpretation. For an extended discussion of information-theoretic
trade-offs in natural language see Ferrer-i-Cancho (2017b).

To illustrate the intuition behind entropy, take the example of uniform and
non-uniform distributions from above: the uniform distribution assigns equal
probability to each “event”, i.e. word type, whereas the non-uniform distribution
is skewed in terms of word type probabilities. To put it differently, if we choose a
word token at random from a text with uniform word type probabilities, e.g.

𝑃uni = ( 10
100, 10

100, 10
100, 10

100, 10
100, 10

100, 10
100, 10

100, 10
100, 10

100) , (4.8)

then our best guess about which word type we will draw gives us a uniform
10/100, i.e. 1/10 chance to be right. However, if we draw from the non-uniform
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distribution, e.g.

𝑃non-uni = ( 45
100, 20

100, 15
100, 10

100, 5
100, 1

100, 1
100, 1

100, 1
100, 1

100) , (4.9)

then our best guess is 45/100, and the second best guess 20/100, etc. Hence,
in the uniform distribution, there is more “choice” giving rise to more “uncer-
tainty”. Shannon realized that a measure of the information encoding potential
would have to involve the individual probabilities of events, and it would have
to be maximal for uniform distributions. These and further criteria led him to the
formulation of entropy in Equation 4.6. In fact, the entropy of the uniform distri-
bution in our example is

𝐻uni = −1 ( 10
100 log2

10
100 + 10

100 log2
10

100 + …

+ 10
100 log2

10
100) ∼ 3.3 bits/event, (4.10)

and for the non-uniform distribution it is

𝐻non-uni = −1 ( 45
100 log2

45
100 + 20

100 log2
20

100 + …

+ 1
100 log2

1
100) ∼ 1.6 bits/event. (4.11)

Thus, with about 3.3 bits per word type there is more choice/uncertainty in the
uniform distribution than in the non-uniform distribution with approximately 1.6
bits per word type. Considering word types as “events”, entropy can be used as
an index for lexical diversity. Namely, languages with more different word types
of lower probabilities have higher lexical diversities and higher word entropies.
This can be seen in parallel to the entropy index for biodiversity (Jost, 2006; Chao
and Shen, 2003), where the distributions of species’ frequencies are compared
across different habitats.

Beforewe further delve into particularities ofword entropy estimation, amore
general question needs to be addressed: is it even “meaningful” to count tokens
and types and apply information-theoretic measures to natural language data?

4.3.1 Information, meaning, and natural language

Since Shannon’s seminal paper, information theory has found applications in a
wide range of scientific disciplines including physics, engineering, biology, com-
puter science, andmany others. Right from the start, it was appealing to consider
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the mathematical theory of communication also a mathematical theory of natural
language. In fact, one of the first real-world applications of entropy – proposed
by Shannon (1951) himself – captured the uncertainty in characters of written En-
glish. Several studies have attempted to refine his approach, and approximate the
entropy of written English (Brown et al., 1992; Schürmann and Grassberger, 1996;
Kontoyiannis et al., 1998; Gao et al., 2008), as well as other languages (Behr et al.,
2003; Takahira et al., 2016) with highest possible precision.

Entropicmeasuresmore generally have found a range of applications at differ-
ent levels of language structure, starting with phonemes (Borgwaldt et al., 2004,
2005), and morphemes (Moscoso del Prado Martín et al., 2004; Milin et al., 2009;
Ackerman andMalouf, 2013), extending to words (Montemurro and Zanette, 2011,
2016; Bentz et al., 2015, 2017b; Koplenig et al., 2017), and finally sentences (Fenk
andFenk, 1980; Fenk-Oczlon, 2001;Hale, 2001, 2016; Jaeger andLevy, 2006; Levy,
2008; Jaeger, 2010). Entropic measures are often a natural first choice to precisely
measure “complexity” at different levels of language structure (Juola, 1998, 2008;
Bane, 2008; Ehret and Szmrecsanyi, 2016a; Ehret, 2016; Ehret and Szmrecsanyi,
2016b; Bentz et al., 2016; Hale, 2016) – a concept that is otherwise often used in a
rather intuitive and vague manner. The same and further studies have also inves-
tigated complexity trade-offs between different levels of structure (Juola, 2008;
Moscoso del Prado, 2011; Montemurro and Zanette, 2011; Futrell et al., 2015; Mon-
temurro and Zanette, 2016; Ehret and Szmrecsanyi, 2016a; Ehret, 2016; Koplenig
et al., 2017).

In line with the proposal advocated in this book, earlier corpus-based stud-
ies have also harnessed entropy-related metrics as a reflection of differences in
word frequency distributions (Bochkarev et al., 2014; Altmann et al., 2017; Bentz
et al., 2017b). More specific linguistic phenomena can also be investigated within
an information-theoretic framework. For example, the mutual intelligibility of re-
lated languages (Moberg et al., 2006), the functionality of gender paradigms and
pronominal adjectives (Dye et al., 2017a,b), the efficiency of naming systems (Dye
et al., 2016), kinship and color terminology (Regier et al., 2015), as well as the
variation in color naming across languages of the world (Gibson et al., 2017). It
has further been suggested that entropy-profiles can help to distinguish writing
systems from symbolic systems more generally (Rao et al., 2009; Rao, 2010; Rao
et al., 2010). However, the usefulness of this approach has been called into ques-
tion and is debatable (Sproat, 2014).

In the area of quantitative linguistics, information-theoretic explanations fur-
ther our understanding of linguistic laws, such as Zipf’s law of abbreviation (Pi-
antadosi et al., 2011; Mahowald et al., 2013; Ferrer-i-Cancho et al., 2015; Bentz and
Ferrer-i-Cancho, 2016; Kanwal et al., 2017) and Zipf’s law for word frequencies
(Ferrer-i-Cancho and Solé, 2003; Ferrer-i-Cancho, 2005). In fact, the principle of
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compression – a centerpiece of modern information theory – emerges as the prin-
ciple underlying quantitative linguistic laws in general (Ferrer-i-Cancho, 2017b),
not only at the level of characters andwords, but extending todependency lengths
and word orders (Ferrer-i-Cancho, 2017c).

All these theoretical considerations and practical applications illustrate the
relevance of information theory to natural language. This is certainly not an ex-
haustive list of relevant studies. Geertzen et al. (2016) give further examples and
an historical overview. Nonetheless, it is fair to say that information theory as a
framework has not become part of mainstream linguistics. In fact, most of the
authors of the above cited studies are not linguists by training, but computer sci-
entists, physicists, and cognitive scientists. In all likelihood, there are three main
reasons for this disconnection: First, the shift away from distributional and prob-
abilistic models of language structure since the 1950s. Second, Noam Chomsky’s
criticism of Markov processes as models of natural language. Third, the often pur-
ported dissociation between “information” and “meaning”. All three are briefly
discussed in turn.

Reason one: formal vs. probabilistic accounts
In Syntactic Structures, Chomsky (1957, p. 15) famously contrasts two sentences:
“colorless green ideas sleep furiously”, and “furiously sleep ideas green color-
less”. These examples are construed to illustrate that grammaticality is neither
a function of meaning nor probability of occurrence. With regards to the latter,
Chomsky remarks that both sentences might very well have the same frequency
of occurrence in the “corpus” of linguistic experiences of an English speaker –
namely zero. If grammaticality was a direct function of frequency, we would ex-
pect the same grammaticality judgements for both sentences, but English speak-
ers are more likely to consider the first sentence grammatical and the second un-
grammatical. In the course of the second half of 20th century linguistics, this and
similar examples were raised to disconnect syntactic analyses from corpus lin-
guistic considerations. In an attempt to overcome this gulf, Pereira (2000, p. 1242)
points out that formal syntactic and empirical accounts are fully compatible. The
problem of assigning probabilities to unseen linguistic “events” can be tackled by
estimationmethods that predate Chomsky’s colourless green ideas. In fact, using
a bigram model trained on newspaper text Pereira (2000, p. 1245) estimates that
the probability of ever encountering the sentence “colorless green ideas sleep fu-
riously” is 2 × 105 times higher than for “furiously sleep ideas green colourless”.

However, the relationship between formal syntax and usage-based accounts
is still ambiguous. Though there is no denying that “statistical reasoning” could
be a “potentially significant area of research” (Chomsky, 2011, p. 270), pure
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modelling-based approaches that train and test on empirical data are still seen as
“dramatic failures” and “obviously absurd” when it comes to scientific explana-
tion of human language (Chomsky, 2011, p. 266).

Reason two: non-Markovian languages
A second important criticism is levelled more directly at information theory. In a
technical paper on Three models for the description of language Chomsky (1956)
cites Shannon andWeaver (1949) as entertaining “language as a particularly sim-
ple type of information source, namely, a finite-state Markov process.” In the ex-
tended discussion of Syntactic Structures, Chomsky further explains:

To complete this elementary communication theoreticmodel for language,we assign a prob-
ability to each transition from state to state. We can then calculate the “uncertainty” asso-
ciated with each state and we can define the “information content” of the language as the
average uncertainty, weighted by the probability of being in the associated states. (Chom-
sky, 1957, p. 20)

In the following paragraph, he concedes that the information-theoretic concep-
tion of language is an “extremely powerful and general one”. However, the fa-
mous bottom line of this discussion is that the English language – and by exten-
sion any other natural language – cannot be modelled by any finite-state Markov
process. A simple example of a non-Markovian language is a discrete set of sym-
bols {𝑎, 𝑏} which are recombined according to a “grammar” that allows only sen-
tences of the form 𝑎𝑛𝑏𝑛, where 𝑛 is potentially infinite. This language generates
“sentences” of the form ab, aabb, aaabbb, etc. Chomsky (1956) argues that there
is no finite-stateMarkov process whichwould produce this – and only this – set of
sentences. Namely, there is a set of dependencies of size 𝑛, which the generating
process needs to keep track of. As 𝑛 goes to infinity, a finite-state Markov process
reaches the limit of its capacity to capture the dependencies. For Chomsky, it is
the single most important feature of natural language that such an infinite poten-
tial for short and long-range dependencies between elements exists, though this
is not provable based on empirical data, since sentences are always finite. Hav-
ing said this, the limitations of finite-state Markov processes directly bear on the
problemofmodellingnatural languages. These are important considerationswith
repercussions on automata theory.

The way the discussion is framed in Chomsky (1957), however, also suggests
to the reader that any information-theoretic account of natural language is flawed
to start with. This inference is a fallacy. The relevance of information theory for
natural language does not stand and fall with the applicability of finite-state
Markov processes. Estimating the probabilities of linguistic events (e.g. charac-
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ters or words) is possible via a wide range of methods, which might or might not
make strong assumptions about the underlying generative process. It is true that
Shannon andWeaver (1949, p. 45) construe Markov processes as a discrete source
underlying strings of symbols. This is an unequivocal example to illustrate how
the entropy of a source is calculated given a known set of probabilities. However,
in subsequent years, other methods have climbed up the Chomsky hierarchy
harnessing, for instance, phrase structure grammars to estimate word probabil-
ities (see Hale, 2016 for a discussion). Alternatively, experimental data elicited
from human subjects (predicting the next character or word given a preceding
text) can be used to the same effect. This method constitutes a theory-neutral
estimation purely based on empirical observation. It is promoted by Shannon
(1951, p. 50) himself as being “more sensitive” and taking account of “long range
statistics, influences extending over phrases, sentences, etc.” Clearly, Shannon
expressed his awareness of the limitations of finite-state Markov models. These
limitations, however, do not justify to discount information theory as a useful
tool to investigate properties of natural languages.

Reason three: information and meaning
The third reasonwhy information theoryhasnot beenaccepted as a general frame-
work for natural language is summarized in a recent overview on The evolution of
language by Tecumseh Fitch (2010a). He describes Shannon’s encoder-decoder
model, and then states:

[...] as many critics have since noted, and as Shannon was well aware, this model is not
appropriate as a model of human language because “information” in Shannon’s technical
sense is not equivalent to “meaning” in any sense. (Fitch, 2010a, p. 132)

Presumably, this refers to a statement right at the beginning of A mathematical
theory of communication, where Shannon lays out the main aim of his study:

The fundamental problem of communication is that of reproducing at one point either ex-
actly or approximately a message selected at another point. Frequently the messages have
meaning; that is they refer to or are correlated according to some system with certain phys-
ical or conceptual entities. These semantic aspects of communication are irrelevant to the
engineering problem. The significant aspect is that the actual message is one selected from
a set of possiblemessages. (Shannon and Weaver, 1949, p. 31)

Shannon’s statement about the irrelevance of semantics to the engineering prob-
lem might suggest that the inverse statement also holds, namely, that the engi-
neering problem is irrelevant to semantics. However, Weaver’s more general in-
troduction to Shannon’s technical article further clarifies:
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The word information, in this theory, is used in a special sense that must not be confused
with its ordinary usage. In particular, information must not be confused with meaning. In
fact, two messages, one of which is heavily loaded with meaning and the other which is
pure nonsense, can be exactly equivalent, from the present viewpoint, as regards informa-
tion. It is this, undoubtedly, that Shannon means when he says that “the semantic aspects
of communication are irrelevant to the engineering aspects.” But this does not mean that
the engineering aspects are necessarily irrelevant to the semantic aspects. (Shannon and
Weaver, 1949, p. 8)

This passage, in turn, refers back to a distinction laid out earlier inWeaver’s intro-
duction where he formulates three levels relevant to the “communication prob-
lem”, and the questions associated with these (Shannon and Weaver, 1949, p. 4):

– Level A. How accurately can the symbols of communication be transmitted?
(The technical problem.)

– Level B. How precisely do the transmitted symbols convey the desired meaning?
(The semantic problem.)

– Level C. How effectively does the received meaning affect conduct in the desired way?
(The effectiveness problem.)

LevelA is concernedwith thepurely technical problemofhow to transmit informa-
tion througha serial, noisy channel. In this sense, it is comparable to the linguistic
field of phonetics. Level B is the extension of the technical problem to the study
of the association between codes and the concepts they refer to, i.e. semantics.
Level C, or “the effectiveness” problem, is nowadays referred to as pragmatics, i.e.
the question of “how to do things with words”, anticipating Austin and Searle’s
speech act theory.

Shannon certainly focused on Level A, themost fundamental level, which the
other levels build upon. Since an overarching theory to capture the information
encoding potential of symbol repertoires was lacking at the time, Shannon gave
paramount importance to this endeavour. However, the findings at Level A are not
irrelevant to Levels B and C. Rather, a theory of information has important reper-
cussions on semantics and pragmatics. Levels B and C can only harness “signal
accuracies” that are in accord with the technical limitations of a code at level A.
Thus, Weaver concludes that “a theory of Level A is, at least to a significant de-
gree, also a theory of Levels B and C” (Shannon and Weaver, 1949, p. 6). In other
words, the information encoding potential of natural languages underlies their
meaning and usage.

Almost sixty years later, Ferrer-i-Cancho and Díaz-Guilera (2007) apply stan-
dard information theory to support Weaver’s intuition. They consider a set of sig-
nals 𝒮 = {𝑠1, … , 𝑠𝑖, … , 𝑠𝑛} and a set of stimuli ℛ = {𝑟1, … , 𝑟𝑗, … , 𝑟𝑚}, i.e.
the “physical or conceptual entities” that Shannon refers to in the quoted passage
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above. Signals and stimuli have to be mapped onto each other in a communica-
tive setting. This is often the setup in artificial language learning studies, where a
set of signals has to be mapped onto meanings in a meaning spaceℳ, e.g. Smith
et al. (2003, p. 545). Based on three simple information-theoretic preconditions,
Ferrer-i-Cancho and Díaz-Guilera (2007, p. 13) show that the entropy of the signal
set 𝐻(𝑆) is an upper bound on the mutual information 𝐼(𝑆, 𝑅) (called Shannon
information transfer in this particular paper), such that

𝐼(𝑆, 𝑅) ⩽ 𝐻(𝑆). (4.12)

In otherwords, themutual information–or information transferred–between sig-
nals andmeanings has to be smaller or equal to the entropy of the signal set. Thus,
the entropy of a signal set is the upper bound on the “expressivity” of that set (see
also Ferrer-i-Cancho, 2017b, Ferrer-i-Cancho, 2017a, and Bentz et al., 2017a).

To see this, assume a language 𝐿, consisting only of two sets of words,
one for denoting objects 𝒲obj = {car, box} and the other for colours 𝒲col =
{yellow, red, blue}. Further assume that the grammar of𝐿 allows only the recom-
bination of one colour term with one object in the order adjective followed by
noun as a grammatical sentence. Thus, the set of potential sentences (signals) is

𝒮 = {yellow car, yellow box, red car, red box, blue car, blue box}. (4.13)

If each signal is equally probable, this yields the maximum entropy given as

𝐻(𝐿) = −
6

∑
𝑖=1

1
6 log2

1
6 = log2(6) ∼ 2.6 bits/signal. (4.14)

These 2.6 bits/signal are a fundamental constraint on the “expressivity” of lan-
guage𝐿. It is the upper bound on the information regarding concepts in the “real
world” we can unequivocally transfer using 𝐿. As pointed out by Weaver, the ac-
tual form of the signals can vary.We can construe an infinite number of signal sets
equivalent to 𝒮 in terms of their information encoding capacity. Also, the signal-
to-object mapping can be arbitrary. The signal yellow car could refer to an actual
yellow car, or a black cat or any other concept. The crucial information-theoretic
property of 𝐿 – reflected by its entropy – is independent of the exact linguistic
realization of the signals and the signal-to-meaningmapping. In fact, the entropy
is the same for any set of six signals of equal probability.

Thus, while Shannon’s technical definition of “information” is not equivalent
to meaning, it is also not irrelevant to theories of meaning either. Namely, non-
zero entropy is a necessary but not sufficient condition for meaning. For similar
points about information-theoretic interpretations of natural language see also
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Deacon (2010). Of course, when humans communicate “encoding” and “decod-
ing” of meaning can go far beyond simple associations between signal and ref-
erent, and instead require rich knowledge of the potential communicative inten-
tions of a signaller depending on particular real-world contexts. To capture and
explain even the most complex patterns of human communication, Scott-Phillips
(2015) proposes that we have to go beyond a simple code model. Namely, taking
into account the expression and recognition of communicative intensions in a so-
called ostensive-inferentialmodel. However, complex pragmatic inferences of this
kind go beyond the scope of this book.

To sum up, examining closely the writing of Shannon and Weaver, we find
that none of the three reasons given for disregarding information theory as a use-
ful tool to study natural language really holds. Firstly, Pereira (2000) shows that
the divide between formal language theory and probabilistic language modelling
is artificial and can be overcome. Secondly, early results on the generative ca-
pacity of finite-state Markov processes, while important for automata theory, are
not to be interpreted as disqualifying information-theoretic models of natural lan-
guage. Thirdly, it is true that “information” in Shannon’s sense is not equivalent
to “meaning”. Instead, information is a more basic property of a set of signals
and a fundamental prerequisite for the mapping of forms to meanings. Without
understanding information, we cannot understand meaning.

It is an irony of 20th century linguistics that Shannon’s theory of informa-
tion, though explicitly linked to semantics, was deemed irrelevant by linguists,
while Chomsky’s formal syntax, though explicitly dissociated from semantics,
was adopted as the default theory of natural language.

4.3.2 Estimation methods

Apart from general considerations about the usefulness of information theory for
linguistic inquiry, there are further, more technical issues. Namely, it cannot be
taken for granted that token frequency counts in any given text or corpus directly
correspond to probabilities of words. This is pointed out, for instance, by Pereira
(2000). Particularly, there are two conceptual problems:

Problem 1: Representativeness
Token frequency counts can differ for reasons of text size, content, style, register,
etc. This begs the question of representativeness. Can normalized token counts
be taken as reliable estimations for the probability of word types in the “whole”
language?
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Problem 2: Non-independence
In natural languages, words are not independent and identically distributed (i.i.d)
events. Due to co-occurrence patterns aswell as short and long-range correlations
the probabilites of words dependent on their co-text and context. Co-text is here
defined as the word tokens preceding a particular word token of interest.4 Con-
text, on the other hand, is more generally any additional information (gesture,
prosody, general world knowledge) that might reduce uncertainty in a string of
words. Both co-text and context play an important role in natural languages.

The first problem is addressed by advanced methods which alleviate the estima-
tion bias by taking potentially unseen events into account. A range of such estima-
tors is discussed in Appendix 12 and tested in the following sections. Moreover,
variation due to different text types is assessed in Chapter 5. The second problem
ismathematically involved. Several studies have ventured to estimate the entropy
of words taking conditioning by the preceding co-text into account (Montemurro
and Zanette, 2011, 2016; Koplenig et al., 2017; Bentz et al., 2017a). However, the
exact conditions for reliable entropy estimation, and its applicability to running
text, are an active field of research. For further discussion see, for instance, Bentz
et al. (2017a), Dębowski (2016), and Dębowski (2017).

However, in the current study, the focus is on lexical diversity, and hence
the entropy of words independent of their co-text and context. Henceforth, this is
called unigram word entropy – or unigram entropy for short.

Advanced entropy estimators

It is difficult – if not impossible – to estimate the “true” or “actual” unigramword
entropy of a whole language. Remember that entropy is defined with reference to
the probabilities of events𝑝(𝑥). If we assumewords as events,weneed to estimate
probabilities for each 𝑖th word type, i.e. 𝑝(𝑤𝑖). A crucial caveat is that even if we
could capture the complete set of interactions between speakers of a population
at time 𝑡, i.e. ℒ(𝑡), we would still not capture the “productive potential” of the
language beyond the finite set of linguistic interactions.

Theoretically speaking, it is always possible to expand the vocabulary of a lan-
guage by recombining word types to compounds, by adding productive morphol-
ogy to roots, or by creating neologisms. This is related to Humboldt’s principle to
“make infinite use of finite means” that is prominent in syntax (Chomsky, 1965,

4 It could also refer to word tokens following a given word token. When restricted to preceding
tokens, the co-text is sometimes called “prefix”.
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p. 8). The consequence is that even for massive corpora like the British National
Corpus (BNC) the vocabulary of word types keeps increasing with the number of
tokens (Baroni, 2009; Baayen, 2001). This suggests that using corpora – however
extensive –we never sample the full set of potentialword types of a language, and
are hence prone to assign zero probability to word types that might actually have
non-zero probabilities.

However, whether the exact probability of an event is ever known in an abso-
lute sense is a matter of philosophical debate. For practical purposes it can either
be defined a priori or estimated based on empirical data. Hence, in practice, the
question is not so much: what is the exact unigram word entropy of a language?,
but rather: how precisely do we have to approximate it to make a meaningful cross-
linguistic comparison possible?

To estimate the entropy as given in Equation 4.7 with highest possible preci-
sion, the critical part is to get good approximations of the probabilities of word
types 𝑝(𝑤𝑖). Estimated probabilities are henceforth denoted as �̂�(𝑤𝑖) and esti-
mated entropies correspondingly �̂�. The so-called plug-in or maximum likeli-
hood (ML) method simply uses frequency counts in a text sample, i.e.

�̂�(𝑤𝑖)ML = 𝑓𝑖
∑𝑉

𝑖=1 𝑓𝑖
. (4.15)

Note that the denominator here is equivalent to what we defined earlier as 𝑁
(Equation 4.4), which is the total number of tokens of a text sample with 𝑉 word
types. For a given text 𝑇 , plugging Equation 4.15 into Equation 4.7 yields

�̂�(𝑇 )ML = −
𝑉

∑
𝑖=1

�̂�(𝑤𝑖)ML log2(�̂�(𝑤𝑖)ML), (4.16)

This is the unigram word entropy based on the ML method for estimating word
type frequencies. This method yields reliable results for situations where 𝑁 >>
𝑉 , i.e. the number of tokens is much bigger than the number of types (Hausser
and Strimmer, 2009, p. 1470). In other words, it is reliable for a small ratio of word
types to word tokens 𝑉 /𝑁 . Since in natural language this ratio is typically large
for small texts and only decreases with 𝑁 (Baayen, 2001; Baroni, 2009), unigram
entropy estimation tends to be unreliable for small texts.

Since Shannon’s original work in the 1950s, a range of entropy estimators
has been proposed to overcome such biases. Nine of these are used in the fol-
lowing. They are discussed in more detail in Appendix 12, and are accessible via
the R package entropy (Hausser and Strimmer, 2014) and an implementation in
Python.5 This sample includes the “naive” ML estimator defined above alongside

5 https://gist.github.com/shhong/1021654/
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Table 4.2: Entropy values attained for uniform and non-uniform distribu-
tions of Figure 4.1 by using nine different estimators.

Estimator Abbreviation Ĥnon-uni Ĥuni

Maximum likelihood ML 2.27 3.32
Miller-Meadow MM 2.34 3.39
Jeffreys Jeff 2.38 3.32
Laplace Lap 2.47 3.32
Schürmann-Grassberger SG 2.3 3.32
Minimax minmax 2.47 3.32
Chao-Shen CS 2.43 3.32
Nemenman-Shafee-Bialek NSB 2.3 3.31
James-Stein shrinkage shrink 2.37 3.32

mean=2.37 mean=3.33
SD=0.08 SD=0.02

some of the newest – and demonstrably less biased – estimators such as the Ne-
menman, Shafee and Bialek (NSB) estimator (Nemenman et al., 2002). Hausser
and Strimmer (2009) and Nemenman et al. (2002) argue that the statistically most
advanced method is the NSB estimator. However, based on analyses with gener-
ated data, Hausser and Strimmer (2009) illustrate that the so-called Chao-Shen
(CS) estimator and the James-Stein shrinkage (shrink) estimator yield equally re-
liable results. Moreover, the James-Stein shrinkage estimator is computationally
more efficient (by a factor of one thousand) than the NSB estimator. The mathe-
matical details of estimators are relegated to Appendix 12, but it is shown in the
following that the choice of estimator turns out to be a minor issue.

To get an overview, the estimators are summarized in Table 4.2with estimated
entropy values for the uniformandnon-uniformdistributions of earlier examples.
The mean of estimated values for the non-uniform distribution is 𝜇 = 2.37, with
a standard deviation of 𝜎 = 0.08. The mean for the uniform distribution is
𝜇 = 3.33, with a standard deviation of 𝜎 = 0.02. Given these different entropy
estimators and their results, there are three questions relevant from a practical
point of view:

1. Which is the best estimator even for small texts?
2. How “small” is small? That is, what is the minimum text size we need for sta-

ble entropy estimation?
3. To what extent can estimations by different methods be used interchange-

ably?
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The first two questions are addressed in the following section on entropy and text
size, while the third question is addressed in the section on correlations between
extimators.

Entropy and text size

The first and second question above refer to the relationship between the size of
a text (i.e. number of tokens 𝑁) and the precision of the estimated entropy val-
ues. To investigate the behavior of estimated entropies with growing text size, the
European Parallel Corpus (EPC) is used. To reduce processing cost, only the first
100,000 tokens per language are considered, text sizes are increased in steps of
1000 tokens (rather than one token at a time).6 Figure 4.2 illustrates the results of
this analysis for English, and Figure 4.3 for all 21 languages.
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Figure 4.2: Estimated entropy as a function of text size for English. Estimated entropies (y-axis)
with growing text size N (x-axis) in the English version of the EPC.

For English, the estimated entropies of all estimators “stabilize” at around 25000
tokens. They still appear to rise gently through to 100,000 tokens (see discussion
below). The values ordered from highest to lowest at 100,000 tokens are given in
Table 4.3.

Note that Bayesian estimations with Laplace and Jeffreys priors (H_Jeff and
H_Lap) somewhat overestimate the entropy compared to other methods. They
employ uniform priors for unseen word frequencies, and the estimation starts

6 Rcode/Chapter4/entropyTextSize.R
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Figure 4.3: Entropy estimations and text sizes for 21 languages of the EPC. The language codes
are: Bulgarian (bg), Czech (cs), Danish (da), German (de), Greek (el), English (en), Spanish (es),
Estonian (et), Finnish (fi), French (fr), Hungarian (hu), Italian (it), Lithuanian (lt), Latvian (lv),
Dutch (nl), Polish (pl), Portuguese (pt), Romanian (ro), Slovak (sk), Slovene (sl), Swedish (sv).
Colours indicate different entropy estimators.
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Table 4.3: Entropy values given by nine different estima-
tion methods for the English EPC at 100,000 tokens.

Estimator Abbreviation Ĥ

Laplace H_Lap 9.58
Jeffreys H_Jeff 9.42
Chao-Shen H_CS 9.36
Nemenman-Shafee-Bialek H_NSB 9.32
Miller-Meadow H_MM 9.28
Minimax H_minmax 9.25
Maximum likelihood H_ML 9.23
Schürmann-Grassberger H_SG 9.23
James-Stein shrinkage H_shrink 9.23

mean=9.32
SD=0.12

with an overly high entropy estimate. This has also been pointed out by Nemen-
man et al. (2002, p. 4). Likewise, Hausser and Strimmer (2009, p.1475) generate
language-like data based on a Zipf-distribution in their “scenario 4” and show
the same overestimation bias for Jeffreys and Laplace priors. The Chao-Shen,
NSB, and Miller-Meadow estimators are to be found in the middle range. The ML,
Schürmann-Grassberger, James-Stein shrinkage, and Minimax estimators yield
the lowest estimations, and are almost indistinguishable in Figure 4.2. By and
large, these results hold across all 21 languages (Figure 4.3).

Looking closely at the plot for English and the cross-linguistic plot, we notice
that even at the point where entropy measures seem stable, they still display a
slightly positive increase with text size. This is likely related to the observation
pointed out earlier, namely, that vocabulary growth in languages is never com-
ing to a halt. Importantly, this assessment of entropy estimators and their perfor-
mance with growing text size is based on a particular concept of “stabilization”
as defined in Bentz et al. (2017a). It refers to the process whereby the standard de-
viation of entropy estimations (for a given set of consecutive numbers of tokens)
falls below a certain threshold. In this regard, the behaviour of different unigram
estimation methods is very similar (see Figure A2 in Bentz et al., 2017a). This is
different from studies such as Hausser and Strimmer (2009), where data is gener-
ated based on pre-specified models, meaning that the actual entropy is known,
and the error in estimation can be calculated precisely. As outlined above, this is
not possible for natural language data. We do not know the actual entropy. How-
ever, the fact that for English all entropy estimators stabilize on roughly the same
value around 9.32 (with a standard deviation of 0.12), is encouraging.
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With regards to the first question above, we can say that, in terms of stabiliza-
tion, all estimators are virtually equivalent. The answer to the second question is
that stabilization sets in around 25000 tokens across the 21 languages of the EPC.
In Bentz et al. (2017a) stabilization properties were also tested across a sample of
32 typologically diverse languages – with the same result.

Correlations between estimators

The third question can be interpreted as referring to the correlation between differ-
ent entropy estimators: if we choose one entropy estimator over the others, then
howmuch can this choice influence our results? To assess this, entropies are esti-
mated with all nine estimators for all three parallel corpora.7
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Figure 4.4: Correlations between values of different entropy estimators. The x-axis gives values
of ML estimated entropies for the full texts of the EPC, PBC, and UDHR. The y-axes give values
for the other entropy estimators. Individual points represent texts.

7 Rcode/Chapter4/entropyEstimation.R



70 | 4 Lexical Diversity across Languages of the World

Table 4.4: Information about parallel corpora used.

Corpus Register Overall Size* Text Size* Texts Languages

UDHR Legal 314,000 1000 314 288
PBC Religious 75 mio. 50,000 1498 1114
EPC Written speeches/Discussions circa 21 mio. circa 1 mio. 21 21

Total circa 96 mio. – 1833 1217

*in number of tokens

The entropy values per estimator, text, and parallel corpus are then plotted
against the entropy values of the ML estimator, used as a baseline. The result
can be seen in Figure 4.4.

Overall, the Pearson correlations between values given by different estima-
tors are remarkably strong. In fact, for both the EPC and the PBC the correlations
we find for all 36 possible combinations of entropy estimators range between 0.99
and 1 (see Bentz et al., 2017a Table A1 and A2). While the exact values given by
each estimator might differ, the relative ordering of values is virtually the same.
For the UDHR texts, the correlations range between 0.95 and 1. This slightly wider
range is most likely due to small text size. Remember from the analyses in the pre-
vious section that a few thousand tokens is not enough for entropy estimations to
stabilize and this leaves more room for variation in the values. However, even for
the UDHR texts the values of the most “naive” entropy estimator (ML) compared
to the values of the NSB estimator give us a Pearson correlation of 0.96. In conclu-
sion, for the purpose of the current study, namely comparing the entropies across
different texts and languages, the choice of estimator is a minor issue – though it
is advisable to consistently apply the same estimator.

Another notable pattern in Figure 4.4 is that the red dots of the EPC are shifted
further to the upper right corner than for texts of the PBC, and these are in turn
shifted further up than the dots of the UDHR. EPC texts have, on average, higher
unigram word entropies than texts of the PBC and the UDHR. Indeed, we expect
this from the entropy growth curves in Figure 4.3. Since entropies keep growing
with text size, we expect bigger texts to have higher entropies, everything else
being equal.

4.4 Word entropies for 1217 languages

Given the results on text size dependence of unigram entropies in Section 4.3.2
and the well-known dependence of estimation bias on text/sample size, it is ad-
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visable to use texts of the same size to ensure comparability. Since the average
text sizes vastly differ between the three corpora, three different default sizes are
used here, namely, 1000 tokens for theUDHR, 50,000 tokens for the PBC and circa
1 million tokens for the EPC. These criteria exclude some texts for being too small.
The overall corpus sample then contains 1833 texts representing 1217 different lan-
guages (identified by ISO 639-3 codes). This working sample is summarized in Ta-
ble 4.4. Additionally, Figure 4.5 gives world maps with locations of the respective
languages by corpus.8

Sample balance

According toGlottolog 2.7 (Hammarströmet al., 2016),9 the languages represented
in the current parallel text sample belong to 106 top-level families.10 According to
the AUTOTYP classification (Nichols et al., 2013), they belong to 145 stocks, i.e.
macro-families for which there is some linguistic evidence.11

Figure 4.6 illustrates the sample balance with regards to the Glottolog 2.7 clas-
sification. Dark grey bars reflect percentages of languages classified as belonging
to a given family in the overall Glottolog sample of close to 8000 languages. In
comparison, light grey bars reflect percentages of languages belonging to a given
family in the parallel text sample. Only top-level families with more than five lan-
guages are illustrated in this plot, that is, 30 out of the original 106. The way to
interpret this plot is as follows. If the percentage of languages in the corpus sam-
ple belonging to a given family (light grey bar) is higher than the percentage of
languages in the overall Glottolog sample belonging to the same family (dark grey
bar), then this particular language family is over-represented in the corpus sam-
ple. For example, around 15% of languages in the corpus sample belong to the
Indo-European family. However, only ca. 7.5% of the languages in Glottolog be-
long to this family. Hence, Indo-European languages are clearly over-represented
in the corpus sample. We see that most top-level families are over-represented in
the corpus sample, while Sino-Tibetan languages are under-represented. For the
two biggest families, Atlantic-Congo and Austronesian, the representation is ap-
proximately balanced.

The general trend towards over-representation of big families is due to the
existence of many small families, and particularly isolates, which are not repre-

8 Rcode/Chapter4/entropyWorldMapCorpora.R
9 Accessed on 10/06/2016
10 Note that “NA”, i.e. not classifiable, is counted here as well.
11 Rcode/Chapter4/entropySimpleStats.R
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Figure 4.5:World maps with overall 1217 languages represented in the corpus samples. Lati-
tude and longitude information is taken from Glottolog 2.7 (Hammarström et al., 2016).
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sented in the parallel text sample at all. This corroborates Bickel (2013)’s point
that samples of languages used for typological investigations are likely to be bi-
ased towards large families, andwemightmiss a considerable amount of the vari-
ance represented by small families and isolates. He proposes methods related to
the “Family Bias Theory” to overcome this issue in future studies.

The sample balance for geographic macro-areas is illustrated in Figure 4.7.
The representation of Africa and Papunesia are approximately balanced, Eurasia
and Australia are under-represented, and South America and North America are
over-represented. The over-representation of theAmericas is likely related tomore
extensive missionary work in this area of the world that resulted in more Bible
translations.
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Figure 4.6: Percentages of languages represented per family. “Overall” (dark grey) refers to the
percentages of languages belonging to a given family in the overall Glottolog sample of close
to 8000 languages. “Sample” (light grey) refers to the percentages of languages belonging to a
family in the sample of parallel texts.
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Figure 4.7: Percentages of languages represented per geographic macro-area. “Overall” (dark
grey) refers to the percentages of languages assigned to a given area in the overall Glottolog
sample of close to 8000 languages. “Sample” (light grey) refers to the percentages of lan-
guages assigned to a given area in the sample of parallel texts.

Results across 1217 languages

For all texts of the corpus sample, unigramentropies are calculated using the nine
different estimators discussed in Section 4.3.2.12 In the PBC and UDHR, some lan-
guages are represented by several texts. For example, there are 31 different Bible
translation for English (eng). To get a single entropy value per language, themean
value across all texts with a common ISO-639-3 code is taken.13 Furthermore, in-
stead of running analyses for the outcomes of all nine entropy estimators, the
James-Stein shrinkage entropy is chosen as a representative value. Henceforth,
when reference is made to estimated unigram entropy �̂�, then the James-Stein
shrinkage entropy �̂�shrink is meant.

To facilitate comparison despite different text sizes in the three corpora,
James-Stein shrinkage entropies are centred and scaled by corpus 𝑐 to yield z-
scores.14 The resulting entropy is called �̂�scaled (H_scaled in plots) and is derived
as

�̂�scaled = �̂�shrink − 𝜇𝑐
𝜎𝑐

, (4.17)

where 𝜇𝑐 and 𝜎𝑐 are the mean and the standard deviations of �̂� values per cor-
pus. Given these transformations, we can now have a first look at unigram word

12 Rcode/Chapter4/entropyEstimation.R
13 Rcode/Chapter4/entropyAggregation.R
14 Rcode/Chapter4/entropyScaling.R
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entropies found across languages of the world. Figure 4.8 a) is a density plot of
scaled unigram entropy values across all 1217 languages of the three parallel cor-
pora.15 It appears that lexical diversities of languages around the world follow a
unimodal distribution with a slight right skew, i.e. towards higher values. Poten-
tial information-theoretic causes for this right skew are further discussed in Bentz
et al. (2017a). The full range of �̂�scaled values goes from –2.35 (low lexical diver-
sity) to 3.65 (high lexical diversity), which corresponds to a range from around 6
bits/word to around 13 bits/word in terms of unscaled unigram entropy.
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Figure 4.8: Entropy distribution across 1217 languages. Density plot of scaled (a) and unscaled
(b) unigram entropy values. In a) the density histogram is overlaid with a density line and the
theoretical normal distribution (dashed). In b) the full range of hypothetical entropy values
(unscaled) is illustrated. Note that density values do not reflect probabilities (which would have
to sum up to 1), since the width of bars is smaller than one.

Figure 4.8 b) compares the range of unscaled �̂� values to the overall range of po-
tential entropy values. The minimum entropy is 0, i.e. the entropy of a hypothet-
ical language that would use the same exact word type all the time. The theoreti-
cal maximum entropy is harder to estimate. Themaximum entropy is represented
here by a hypothetical language for which all word types have the same probabil-
ity. It is unclear what the overall number of word types in such a language might

15 Rcode/Chapter4/entropyDensity.R
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be. As an approximation, the maximum number of word tokens is taken, i.e. 1
million. This yields amaximum entropy of: log2(1000000) = 19.93. Natural lan-
guages (6 to 13 bits/word) only span around 37% of the possible range (0 to 20
bits/word).

Some of the extremely high lexical diversity outliers (in scaled values) are
Eskimo-Aleut languages such as Kalaallisut (kal), Eastern Canadian Inuktitut
(ike), Northwest Alaskan Iñupiatun (esk), as well as the Abkhaz-Adyghe lan-
guage Adyghe (ady), and ancient Hebrew (hbo). Some of the low lexical diversity
outliers include the Otomanguean language Cuixtla-Xitla Zapotec (zam), the
Austronesian language Tahitian (tah), and the Creole language Sango (sag).16
To visually illustrate the difference between high and low unigram entropy lan-
guages, the first paragraph of the UDHR for Kalaallisut and Tahitian, alongside
the English version, are given below.

There are some obvious visual difference when we eyeball these paragraphs.
To start with, the Kalaallisut translation uses 16word tokens, English 30, and Tahi-
tian 40 to encode the essentially same content. The reasons for why languages
differ in terms of unigram entropies are discussed in the following chapters.

(9) Kalaallisut (kal, UDHR 01)
Inuit tamarmik inunngorput nammineersinnaassuseqarlutik assigiimmillu
ataqqinassuseqarlutillu pisinnaatitaaffeqarlutik . Solaqassusermik tarnillu
nalunngissusianik pilersugaapput , imminnullu iliorfigeqatigiittariaqaralu-
arput qatanngutigiittut peqatigiinnerup anersaavani .

(10) English (eng, UDHR 01)
All human beings are born free and equal in dignity and rights . They are
endowed with reason and conscience and should act towards one another
in a spirit of brotherhood .

(11) Tahitian (tah, UDHR 01)
E fanauhia te tā’āto’ara’a o te ta’ata-tupu ma te ti’amā e te ti’amanara’a
’aifaito . Ua ’ī te mana’o pa’ari e i te manava e ma te ’a’au taea’e ’oia ta
ratou ha’a i rotopū ia ratou iho , e ti’a ai ;

4.5 Summary

This chapter introduced the concept of lexical diversity as the distribution ofword
tokens overword types in a text. It can be estimated across different texts, corpora,

16 Assigned to the Atlantic-Congo top-level family by Glottolog 2.7.
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and ultimately languages by sampling from the set of interactions of the popula-
tion of speakers. In order to hold the content of interactions constant, parallel
texts are used. Several measures of lexical diversity were presented, and their ad-
vantages and disadvantages discussed. In the context of the current study, the
unigram entropy emerges as a promising measure.

Amore general discussion addressed some classical objections against using
information-theoretic models to investigate natural languages. These include ar-
guments that probability is unrelated to grammaticality, that languages are not
finite-state Markov processes, and that “information” is not to be confused with
“meaning”. While these caveats need to be kept in mind, they do not strictly dis-
miss information theory as a useful tool to investigate diversity in natural lan-
guages. Two rather practical problems surrounding unigram entropy estimation
were also pointed out: the infinite potential to create new word types, and the
non-independence of words in co-text and context. Different methods of entropy
estimation were tested to alleviate in particular the first problem.

What we can take away from analyses of text sizes and estimated entropy val-
ues is that the number of tokens 𝑁 does indeed play a role, especially if texts
have less than 25000 tokens. Beyond this text size, increasing𝑁 has only aminor
impact. Moreover, analyses of correlations between entropy values given by dif-
ferent estimation methods suggest that there is only minimal bias introduced by
the idiosyncrasies of estimators.

Finally, the overall parallel text sample representing 1217 languages was dis-
cussed, and its typological balance assessed using information from Glottolog 2.7
and the AUTOTYP database. Unigram word entropies were estimated for all texts
and languages of this sample. They display a right-skewed unimodal density dis-
tribution, which covers only around 37% of the potential unigram entropy spec-
trum. While the spectrum realized by natural languages across the world is rel-
atively narrow, there are still remarkable differences between languages. Some
of the extreme high and low entropy outliers were pointed out. Such systematic
differences in lexical diversity are in need of explanation. The following chapters
aim to further elucidate this diversity.



5 Descriptive Factors: Language “Internal” Effects
In the previous chapter, the entropy of a distribution of word tokens over word
types was established as a measure of lexical diversity. Higher numbers of word
types and lower token frequencies in a parallel text (i.e. at near constant content)
correspond to longer tailed distributions, and hence higher entropy. In this chap-
ter, the scaled unigramword entropy �̂�scale is used tomeasure differences inword
frequency distributions across all the texts and languages covered in the UDHR,
EPC, and PBC. To explain differences in lexical diversities, a range of descriptive,
“internal” factors are considered. These include the script a language is written
in, productive word-formation patterns, and the register and style of texts used.

A crucial question to answer is: why do some languages have higher lexical
diversities than others? And how can we predict where on the spectrum a specific
language falls? Thewhy-question can be answered in two distinct ways: either by
a description of the linguistic properties of the texts and languages themselves,
or with reference to explanatory factors relating to the properties of the speaker
population. The focus here is on the first kind of factor.

5.1 Writing systems and scripts

Languages across the world use a panoply of different writing systems. These
are traditionally categorized into logographies (graphemes representing words),
syllabaries (graphemes representing syllables), and alphabets (graphemes repre-
senting phonemes) (Daniels and Bright, 1996, p. 8). However, the actual scripts
that languages are written in (e.g. Latin, Cyrillic, Devanagari, etc.) are very rarely
purely logographic, syllabic or alphabetic, but rather a mixture. For example,
in so-called alphasyllabaries graphemes represent either syllables or individual
phonemes.

To get script information for the parallel corpora used here, the dataset of
estimated unigram entropies per language is merged with the Ethnologue dataset
(Lewis et al., 2013). This reduces the sample to 1408 texts and 1204 languages.
In this sample, we find languages written in 27 different scripts overall. Table 5.1
gives an overview of the most common scripts (and combinations of scripts) of
languages in the three corpora.1 The distribution of scripts is highly skewed with
91% of the texts written in Latin and only 9%written in any of the 26 other scripts.

1 file: Rcode/Chapter5/entropyWritingSystems.R

DOI 10.1515/9783110560107-005
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Table 5.1: Information on scripts represented in the three
parallel corpora. For some languages there can be text ver-
sions using different scripts, e.g. the Uighur (uig) Bible has
an Arabic and a Latin version.

Script Texts Percentage

Latin 1280 90.91%
Cyrillic 42 2.98%
Devanagari 15 1.07%
Arabic 14 0.99%
Geez 7 0.50%
Cyrillic/Latin 7 0.50%
Thai 4 0.28%
Unified Canadian Aboriginal Syllabics 3 0.21%
Modern Greek 3 0.21%
Hebrew 3 0.21%
Bengali 3 0.21%
Syriac 2 0.14%
Gurmukhi 2 0.14%
Gujarati 2 0.14%
Georgian 2 0.14%
Geez/Latin 2 0.14%
Armenian 2 0.14%
Arabic/Latin 2 0.14%
Vai 1 0.07%
Thaana 1 0.07%
Telugu 1 0.07%
Tamil 1 0.07%
Sinhala 1 0.07%
Oriya 1 0.07%
Greek 1 0.07%
Coptic 1 0.07%
Burmese 1 0.07%
Others 4 1.58%

Some of the most frequently used scripts, including Latin, Cyrillic, Devanagari,
and Arabic, are discussed in turn.

Latin (Romance) scripts
Latin scripts are based on the Roman alphabet of 26 letters (5 vowels and 21 conso-
nants), but they can differ vastly with regards to the number of special diacritics
added (e.g in Vietnamese, Slavic languages, African languages, and Mesoameri-
can languages). For instance, the first sentence of the UDHR, i.e. “all human be-
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ings are born free and equal in dignity and rights”, in Vietnamese, Serbian and
Yoruba reads:

(12) Vietnamese (vie, UDHR 01)
Tất cảmọi người sinh rađềuđược tự do vàbìnhđẳng về nhânphẩmvàquyền.

(13) Serbian (srp, UDHR 01)
Sva ljudska bića rađaju se slobodna i jednaka u dostojanstvu i pravima.

(14) Yoruba (yor, UDHR 01)
Gbogbo ènìyàn ni a bí ní òmìnira; iyì àti ẹ̀tọ́ kọ̀ọ̀kan sì dọ́gba.

In these examples, diacritics are used to expand the common Latin alphabet to
accommodate for phonemic particularities, e.g. for tone, as in the case of the low
tone in Vietnamese và ‘and’, and in Yoruba ènìyàn ‘human’. Note, however, that
the same special character or diacritic does not always correspond to the same IPA
phoneme indifferent scripts. For instance, theVietnameseđ inđẳng ‘rank/grade/-
class’ corresponds to [d] (DìnhHoà, 1996, p. 649),whereas in Serbian rađaju ‘born’
it corresponds to [dʒ] (Feldman and Barac-Cikoja, 1996, p. 771).

Generally speaking, modifications of Latin scripts accommodate for specific
phonemes that could otherwise not clearly be identified in the written form of the
language. Hence, they reflect phonemic properties of a language, rather than just
being an idiosyncrasy of the script itself.

Greek script
A script similar to Latin is the Greek alphabet. It consists of 24 letters (7 vowels
and 17 consonants) with the letter sigma [s] taking different shapes depending on
whether it occurs in word initial and medial position (σ) or word finally (ς).

(15) Greek (ell, polytonic, UDHR 01)
Ὅλοι οἱ ἄνθρωποι γεννιοῦνται ἐλεύθεροι καὶ ἴσοι στὴν ἀξιοπρέπεια καὶ τὰ
δικαιώματα.

(16) Greek (ell, monotonic, UDHR 01)
'Ολοι οι άνθρωποι γεννιούνται ελεύθεροι και ίσοι στην αξιοπρέπεια και τα
δικαιώματα.

Moreover, there are diacritics indicating rough (ʽ) and smooth (’) breathing, aswell
as acute (e.g. ύ), grave (e.g. ὶ), and circumflex (e.g. ῦ) pitch accents and syllable
stress as in άνθρωποι anthropoi ‘humans’, where the stress is on the first syllable.
The inverted apostrophe (ʽ) on top of a vowel indicates that aspiration [h] is added,
e.g. Ὅλοι ‘all’ would be transcribed as holoi. Up to the 1980s all of these diacrit-
ics were in widespread use in printing, i.e. represented by the so-called polytonic
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variety of the Greek script. Since then, themonotonic variety is on the rise. It only
marks an acute accent on any stressed syllable (Threatte, 1996, p. 277).

Cyrillic script
The Cyrillic script, illustrated here with Russian, is based on an alphabet of 33 let-
ters, again similar to the Latin script. It is augmented by diacritics that can repre-
sent differences inmeaning. For example, the first word Все [fsʲɛ] ‘all’ has a plural
meaning as in ‘all humans’. It can be modified to Всё [fsʲɔ] ‘every’ with a singular
meaning as in ‘every human’ (Cubberley, 1996, p. 353).

(17) Russian (rus, UDHR 01)
Все люди рождаются свободными и равными в своем достоинстве и
правах.

Devanagari script
Devanagari scripts, as in the Hindi example in (18), are alphasyllabaries (abugi-
das), where a consonant-vowel combination (called akṣara) defines the basic unit
ofwriting. It consists of a character representing the consonant, plus anobligatory
diacritic representing the vowel (Bright, 1996, p. 385). For example, the verb है hai
‘is/are’ (last word in the example sentence), is a combination of the consonant
ह [ɦ] and the diphthong ऐ [ɛ]. The spaces in between complexes of akṣaras are,
in classical writing, not necessarily systematic with regards to word type bound-
aries. However, in modern writing, punctuation (। and ।।) and spaces follow the
more systematic usage of Latin scripts (Bright, 1996, p. 386).

(18) Hindi (hin, UDHR 01)
सभी मनुं यӖ को गौरव और अѠधकारӖ के मामले मӒ जͨमजात ःवतաता
और समानता ूाм है ।

Arabic script
The Arabic script is composed of 28 letters that historically represent consonants
only (Bauer, 1996, p. 561), an example of a so-called abjad. Though each letter
represents exactly one consonant, there can be different graphic realizations ac-
cording towhere in aword that consonant occurs (initial,medial, final). Normally,
letters within a word are joined together in cursive script, but there are some ex-
ceptions with letters such as the alif ,ا which cannot be joined to the following
consonant. Hence, there can be minimal spaces within words as in الناس al-nas
‘people’ (read from right to left). We need to take into consideration that here –
and generally in Arabic writing – the definite article ال al ‘the’ is prefixed to the
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noun, and is hence not a separateword type as in English. Generally speaking, the
Arabic script also delimits word types by white spaces, though lexical units that
are represented by only one letter are joined to the following word type (Bauer,
1996, p. 559). Note that Arabic script has to be read from right to left. Hence, the
sentence in (19) startswith the verb يولد ‘born’, which is typical for Arabic varieties
of the VSO type.

(19) Standard Arabic (arb, UDHR 01)
الحقوق و الكرامة في متساوين أحرارا الناس جميع يولد

Korean (Hankul) script
The case of the Korean Hankul script is somewhat different from the other scripts
discussed here. It was invented in the 15th century as a phonemically based alpha-
bet (King, 1996, p. 219). In this writing system, words are composed of syllables
that are in turn composed of graphemes corresponding to phonemes. For exam-
ple, in (20) the word인간은, transcribed into Latin as inkan-eun andmeaning ‘hu-
mans’, consists of three syllables. The first syllable인 (in) is composed of a zero
markerㅇ (indicating that the syllable does not start with a consonant), plus the
vowelㅣ [i], and the consonantㄴ [n]. The second syllable간 (kan) is composed of
ㄱ [k],ㅏ [a] andㄴ [n]. The third syllable은 (eun) is composed ofㅇ (zeromarker),
ㅡ [eu] andㄴ [n] again. Notably, there are spaces in between complexes of sylla-
bles that correspond to word types.

(20) Korean, Hankul (kor, UDHR 01)
모든 인간은 태어날때부터 자유로 우며 그 존엄과 권리에 있어 동등하
다.

5.1.1 Scripts and unigram entropies

Considering the subtle differences in scripts, we might ask whether these have
an impact on word type distributions and hence the unigram entropies we are
measuring in parallel texts. In Figure 5.1, the entropies of languages are binned
by the most common scripts: Latin, Devanagari, Arabic, Cyrillic, and Ge’ez. The
Ge’ez script was discussed in Chapter 4. These five script types cover circa 97% of
the parallel texts in the corpus sample. All other scripts are represented by less
than five different languages and are excluded in this analysis. Languages written
in Latin tend to have the lowest scaled unigram entropy values (𝜇 = −0.1, 𝜎 =
0.96), followed by Devanagari (𝜇 = 0.48, 𝜎 = 0.69), and Arabic scripts (𝜇 =
0.77, 𝜎 = 0.76), while languages written in Cyrillic (𝜇 = 1.24, 𝜎 = 0.64) and
Ge’ez (𝜇 = 1.37, 𝜎 = 0.45) have the highest average entropy values. Some of
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these differences are statistically significant according to a Wilcoxon rank sum
test. This is the case for Latin and Devanagari (𝑝 < 0.05), while for Cyrillic and
Ge’ez there is no significant difference (𝑝 > 0.05).2
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Figure 5.1: Violin plots of scaled unigram entropies per script. Scaled unigram entropies (y-axis)
are categorized by script type, i.e. Latin, Devanagari, Arabic, Cyrillic/Latin, Cyrillic, and Ge’ez.
Scripts represented by less than five data points are excluded. Black dots indicate mean values
with confidence intervals. Light grey violins outline symmetric density distributions of entropic
values. Individual data points are plotted in grey, with jitter added for better visibility.

Importantly, this is not to say that different scripts are the cause for different av-
erage entropies. Other properties of the languages involved, e.g. morphological
marking strategies, can likewise account for the differences. A more telling test is
to measure the unigram entropy of the same language written in different scripts.
In fact, for some languages of the UDHR and PBC this is possible. The Greek (ell)
UDHR is documented in both a polytonic and monotonic version. The UDHR in
Azerbaijani (azj), Bosnian (bos), Serbian (srp), and Uzbek (uzn) is available in
Latin and Cyrillic. The UHDR in Uyghur (uig) is available in Latin and Arabic, etc.

Unigram entropy values for two different scripts used in the same language
are illustrated inFigure 5.2.Here, unscaled shrinkage entropies are reported, since
scaled entropies are based on average values across different translations of the
same text, and hence would not display the deviation between translations.
The biggest difference we find for the Korean (kor) Bible translations in Latin and
Hankul scripts, amounting to ∆�̂� = 0.36. This corresponds to a 3.2% unigram
entropy change. There is also some visible difference between the Ge’ez and Latin
translations into Gamo (gmv) (∆�̂� = 0.08) as well as between the Arabic and

2 file: Rcode/Chapter5/entropyWritingSystems.R
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Figure 5.2: Same language written in different scripts. Shrinkage (unscaled) unigram entropy
values (y-axes) for languages that are transcribed into two different scripts indicated by colours
and shapes.

Latin Bible in Uyghur (uig) (∆�̂� = 0.07). All other differences are below 0.05,
i.e. less than 1% unigram entropy change. The monotonic and polytonic Greek
versions display a difference of ∆�̂� = 0.02. The Latin and Cyrillic versions in
Azerbaijani (azj), Bosnian (bos), and Uzbek (uzn) are virtually indistinguishable
in terms of entropy values and so are the Kannada translations in its traditional
script compared to Latin. The discrepancy in the Greek scripts might be due to the
fact that polytonic scripts use more diacritics. Additional diacritics in the poly-
tonic version might generate two separate word types where in the monotonic
script we find only one. This can (slightly) increase the lexical diversity of a text
written in the polytonic script.

However, the differences observed here can also be due to other factors, such
as translation style, and usage of vocabulary of a different breadth. Hence, these
differences have to be seen as themaximum potential difference caused by scripts.
Across the board, these have low values.

To conclude this sectionwe can state that while the architecture of scripts can
be vastly different across languages of theworld, this difference is onlymarginally
reflected in unigram entropy values. As long as scripts delimit character strings by
white spaces and non-alphanumeric characters, they are suitable for automated
tokenization. Within the subset of scripts that delimit words by white spaces, the
entropies and hence lexical diversities are affected only minimally by the choice
of script. This is the case at least for the ones tested here.
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5.2 Word-formation

Another descriptive, language “internal” candidate shaping word frequency dis-
tributions is productive word-formation. The strategies that languages adopt to
create complex word types differ widely across areas and families of the world.
One of the most well-known scales runs from the analytic to the synthetic, or even
polysynthetic type of language (see Greenberg, 1960, for a historical overview of
these terms).

The idea behind this typological distinction is to categorize languages accord-
ing to the number of morphemes per word they allow (Aikhenvald, 2007, p. 5),
and in turn, the average number of words found in sentences. Theoretically, a
language with the minimum possible number of morphemes per word – one mor-
pheme for each word – is considered purely analytic, whereas a language with
multi-morpheme word types is considered synthetic, though neither an exact av-
erage number, nor themaximumnumber ofmorphemes required for the synthetic
type is clearly defined in the literature.

5.2.1 Analytic, synthetic and polysynthetic languages

Take, for instance, the English phrase I will go. We find three independent mor-
phemes, corresponding to three separate word types. They indicate first person,
future tense, and the type of action in three separate units. This represents an ana-
lytic strategy of encoding information. In contrast, the Italian andr-ò encodes the
same information by means of using two morphemes. Namely, andr- as the root
of andare ‘to go’ and ò as an inflectional marker of first person and future tense.
Hence, in relation to English, Italian represents amore synthetic strategy. The syn-
thetic type is taken to its extreme by polysynthetic languages with a whole range
of prefixes and suffixes surrounding the root morpheme, sometimes even allow-
ing for nouns to become part of verbs, a phenomenon called noun incorporation
(Aikhenvald, 2007, p. 5).

The difference between analytic, synthetic, and polysynthetic languages is
illustrated in examples (21), (22), and (23). The first gives a verse of the Hawaiian
(Austronesian) Bible and the latter two a similar verse in the Turkish (Turkic) and
Iñupiatun (Eskimo-Aleut) Bibles.3 Hawaiian is often referred to as an extremely
analytic language. The Hawaiian verb olelo ‘say’ is here used in its infinite form,
while the perfective aspect of completed action is indicated by the particle ua.

3 Not all verses are given for each language in the PBC.
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The infinite form can be combined with further particles to indicate imperfective
aspect as in e olelo ana ‘was saying/ will say’, present (continuing) as in ke olelo
nei ‘saying’, imperative as in e olelo ‘say’, and negative imperative as inmai olelo
‘don’t say’ (Pukui and Elbert, 1975, p. 228-229). In this regard, Hawaiian is even
more analytic than English, which uses different word types in these contexts in
a more synthetic strategy (said, saying, say).

(21) Hawaiian (haw, PBC 41006018)

A
Then

ua
PERF

olelo
say

aku
to

o
SUBJ

Ioane
Johan

ia ia
he.DAT

[...]
[...]

“Then Johan said to him [...]”

(22) Turkish (tur, PBC 41006004)

Ýsa
Jesus

da
also

on-lar-a
3P-PL-DAT

[...]
[...]

de-di
say-3SG.PERF

“Jesus also said to them [...]”

(23) Iñupiatun (esk, PBC 41006004)

Aglaan
But

Jesus-ŋum
Jesus-ERG

itna-ġ-ni-ġai
this-say-report-3S.to.3PL

[...]

“But Jesus said to them (it is reported) [...]”

Contrast thiswith the Turkish example.While the proper nameÝsa and the adverb
da are construed as separate entities here as well, the personal pronoun onlara
‘them’ carries information about person, number and case, and the verb form dedi
‘said’ consists of the verb root de ‘say’ and an allomorph of the perfective marker
ti. While for this particular example, the Turkish “syntheticity” is comparable to
English, with them and said carrying similar grammatical information, there are
examples where Turkish takes suffixation to its extremes, as in the following com-
plex word form given by Göksel and Kerslake (2005, p. 65).

(24) Turkish (tur)

Ev
home

-ler
-PL

-imiz
-1PL.POSS

-de
-LOC

-ymiş
-EV.COP

-ler.
-3PL

“Apparently they are/were at our homes.”

Still, Turkish is generally not considered a polysynthetic language, since it tends
to build even its complex words on single roots, e.g. ev ‘house/home’, while
polysynthesis is commonly defined as involving several roots in a single complex
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word form. However, there are several criteria defining polysynthetic languages
(Aikhenvald, 2007, p. 5-6) and there is no general agreement on a single criterion.

In the Iñupiatun example, the finite verb form itnaġniġai consists of a com-
plex verb stem itna-q- ‘to say this’ (MacLean, 2012, p. 174). By itself itna means
‘this’, and -q-means ‘say’. The verb root thus merges with the demonstrative into
a verb stemmeaning ‘to say this’ (MacLean, 2012, p. x). Further, the suffix -ni ‘to re-
port’ indicates reported speech and the suffix ġai clarifieswho saidwhat towhom,
namely ‘he/she/it to them’ (Lanz, 2010, p. 83). Iñupiatun, and other Eskimo-Aleut
languages, are often given as typical examples of polysynthesis.

Hence, while the highly analytic Hawaiian uses separate and independent
word types to encode information about who is saying what to whom, the same
information is encoded in two synthetic word types in Turkish and a single word
type in the polysynthetic Iñupiatun. Clearly, such differences in word-formation
change the distributions of word tokens over word types. In Hawaiian, the same
particles ua, e, ana, kei, mai, as well as the infinite verb forms occur over and
over again, namely, whenever a specific tense is used. In Turkish, on the other
hand, there is a panoply of different word types built on verb roots such as de
‘say’, and in Iñupiatun there are many different word types consisting of a stem
like itnaq- and inflectional modifications. Hence, texts written in Turkish and Iñu-
piatun have (under the assumption of constant content) a longer tailed distribu-
tion of word tokens over word types and higher lexical diversity than the rather
analytic Hawaiian. This is part of the reason why the Hawaiian Bible translation
has a scaled unigram entropy of �̂�scaled = −1.81, compared to �̂�scaled = −0.38
for English, and �̂�scaled = 2.08 for Turkish. Iñupiatun is among the highest en-
tropy languages with �̂�scaled = 3.22.

Thus, the theoretical considerations about analytic, synthetic, and polysyn-
thetic languages are reflected in unigram entropies. These observations do not
only hold for verb and noun forms, but apply in principle to any other part of
speech that is part of productiveword-formation. Also, we do not have to look into
extreme examples like Hawaiian and Iñupiatun to see the differences. Even for
closely related languages like English and German subtle nuances in inflectional
marking strategies accumulate and lead to clear deviations in word frequency dis-
tributions. To illustrate this effect, the Zipf distributions of token frequencies for
word types in English and German are plotted in Figure 5.3.4 Token frequencies
are taken from a corpus built in Bentz et al. (2017b).

Across different parts of speech (pronouns, definite articles, nouns and verbs)
German is more synthetic in the sense of having more different word types encod-

4 file: Rcode/Chapter5/entropyMorphologyOverview.R
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Figure 5.3: English and German word frequency distributions. Example distributions of the
first 50 ranks based on Bentz et al. (2017b). Unigram entropies are unscaled shrinkage values
for the whole distributions. The panels give English and German token frequencies side by
side (top), as well as token frequencies for English (middle), and token frequencies for German
(bottom) with the respective word types written above each bar.

ing grammatical information by bound morphemes than English. Consider the
range of definite and indefinite articles. While English uses only two word types
the and awith high frequencies, German uses der, die, das, dem, den, des as well
as ein, eine, einem, einen with lower frequencies respectively. This will lead to a
longer tailed, more uniform distribution for German and hence (at least in accu-
mulation) to higher unigram entropies.

The idea that synthetic and analytic encoding strategies are reflected in word
frequency distributions is certainly not new, but goes back to George Kingsley
Zipf, who manually counted and analysed the patterns of word frequencies in
Latin, Chinese and English (Zipf, 1932), as well as Old English, French, Hebrew,
Plains Cree and others (Zipf, 1949, 1935). His analyses suggested that it is possible
tomeasure the “degree of inflection” inwhat Zipf called “positional” (i.e. analytic)
and “inflected” (i.e. synthetic) languages. Based on modern corpora and compu-
tational tools several researchers have confirmed that such a syntheticity index is
possible (Bentz et al., 2014, 2015, 2017b; Baroni, 2009; Popescu et al., 2009, 2010;
Ha et al., 2006).
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These quantitative accounts of inflectional typology illustrate that the oppo-
sition between analyticity and syntheticity is rather a scale than a binary choice –
just as the distinction between writing systems such as logographies, syllabaries
and alphabets is hardly ever an absolute one. Individual languages can range
anywhere on the scale from extremely analytic to extremely synthetic (or polysyn-
thetic), and they can change their position over time. A prominent example is the
history of English, which becamemore analytic fromOld English towardsModern
English (Szmrecsanyi, 2012; Bentz et al., 2014). Similar variation is also attested
synchronically between different varieties of English (Szmrecsanyi, 2009).

5.2.2 Isolating, agglutinative and fusional languages

Another set of distinctions, overlapping with the analyticity/syntheticity scale,
is the cline from isolating to agglutinative, and finally fusional languages (Aikhen-
vald, 2007; Pereltsvaig, 2012; Dixon, 1994). The perfectly analytic type and the iso-
lating type are equivalent, since both exclusively use independent, i.e. unbound,
morphemes as word types (Aikhenvald, 2007, p. 3; Dixon, 1994, p. 182).

Languages of the synthetic type, on the other hand, can be further subcate-
gorized into agglutinative and fusional languages. Agglutinative languages have
clear morpheme boundaries with multiple – but distinct – morphemes “glued”
together, while fusional languages “fuse” morphemes of different grammatical
functions into a single morpheme. Recently Bickel and Nichols (2007) have elabo-
rated that this classic cline confuses three separate dimensions of morphological
marking which they call exponence, fusion and flexivity.

Consider the English nounman. We can illustrate the agglutinative type with
its Hungarian equivalent ember, and the fusional type with the German equiva-
lentMann. In Hungarian, ember is pluralized with the inflection -ek, i.e. ember-ek
‘man-PL’, and marked for accusative case with the inflection -et, i.e. ember-ek-et
‘man-PL-ACC’ (Aikhenvald, 2007, p. 4). This is called ‘concatenative’ morphology
on the fusion scale by Bickel and Nichols (2007). In German, the plural of Mann
is formed by adding the suffix -er (plus Umlaut) to the root, i.e.Männ-er ‘man-PL’.
However, the same word type is used in a nominative and in an accusative con-
text, i.e. Männ-er ‘man-PL.NOM/ACC’. So it can be argued that the inflection -er
“fuses” both plural and accusative meaning together in German, instead of hav-
ing separate inflections “glued” together as in Hungarian. However, Bickel and
Nichols (2007) further clarify that usage of different markers for different gram-
matical purposes relates to the grammatical dimension of “exponence”, with mo-
noexponential (Hungarian) and polyexponential (German) being the two basic
types. The degree of phonological fusion, on the other hand, is construed on a
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separate scale from isolating to concatenative (Hungarian), and finally nonlinear,
i.e. nonconcatenative morphology.

Again, there is generally no hard and fast distinction between purely isolat-
ing, purely agglutinative, and purely fusional languages – or any of the values
on the exponence, flexivity and fusion scale for that matter. Aikhenvald (2007)
gives some languages as standard examples for the classic categories, i.e. Viet-
namese and Chinese as isolating, Hungarian and Turkish as agglutinative, and
Latin and Russian as fusional languages, but there is generally some variation
even within the same language. Note that the German dative plural of Mann is
Männ-er-n, where the -n suffixmarks dative case. Hence, the -er suffix can be said
to be polyexponential for representing nominative and accusative plural, while
the -n suffix is monoexponential for indicating the dative plural only.

For the approach advocated here – namely measuring unigram entropy –
these typologically fine-grained distinctions are currently out of reach. Unigram
entropy estimation does not capture whether the plural of the conceptman is en-
coded by adding regular morphology as in Hungarian ember-ek, by change of the
stem vowel as in Englishmen, or a combination of these as in GermanMänn-er.5
What matters is only the range of different word types that languages use to en-
code the same information. This is not a limitation of information-theoretic ac-
counts in general. They can be adjusted to take into account word internal struc-
ture as well (Koplenig et al., 2017).

To sum up, it is to be expected that inflectional morphology, and word-
formation patterns in general, will have various effects on the distributions of
word types in a language and by extension also on unigram entropies. In the
following, this impact is measured more precisely across several languages, thus
clarifying how much variance word-formation introduces to unigram entropies.
Several metrics to measure unigram entropy differences and cross-linguistic vari-
ance are discussed in turn.

5.2.3 Entropy share and cross-linguistic entropy variance

Assume a corpus𝐴 is manipulated, for example, by removing certain word types,
by neutralizing inflections, or by splitting all compound words, thus yielding a
modified corpus 𝐵. To measure how much impact this manipulation has on uni-
gram entropies, we can estimate them before (i.e. �̂�A) and after (i.e. �̂�B) manip-

5 However, it seems likely that languages categorized as agglutinative generally have less syn-
cretism in their paradigms than fusional languages and hence have higher entropies on average.
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ulation. The unigram entropy difference between the original and manipulated
corpus is then

∆�̂�A→B = �̂�A − �̂�B. (5.1)

This is an index of how much information was removed (or added) to corpus 𝐴
bymeans of a givenmanipulation. Furthermore, we can normalize this difference
by dividing it by the original unigram entropy of corpus 𝐴. This is here called the
entropy share of a given manipulation, defined as

̂𝑆A→B = ∆�̂�A→B
�̂�A

. (5.2)

In otherwords, this is thepercentageof unigramentropy changeaswemanipulate
the corpus. It can be conceptualized as the “share” that the information encoding
feature, which was manipulated, has in the overall unigram entropy of a given
corpus. This can tell us more about how a given language uses different encoding
strategies to transmit information.

Another important question is how much of the unigram entropy difference
thatwe find across languages is due to differences in particular encoding features.
For a given set of languages (i.e. corpora)𝐴, we can estimate the unigram entropy
variance before and after manipulation, and again normalize it to get the percent-
age of explained variance (𝐸𝑉 ) of the encoding feature that was manipulated:

̂𝐸𝑉 A→B = Var(�̂�A) − Var(�̂�B)
Var(�̂�A)

. (5.3)

The variance is here calculated over all unigram entropies of a given set of lan-
guages. ̂𝐸𝑉 A→B measures the contribution of an encoding feature to the cross-
linguistic difference in unigram entropies.

In the following, productive processes to form new words are subcatego-
rized into inflectional morphology (Section 5.2.4), derivational morphology, cli-
tics/contractions, as well as compounds (Section 5.2.5). Finally, we also look at
the information encoding potential of tones (Section 5.2.6). In some cases, these
analyses require automatic and manual modifications of corpora which are not
available for the current corpus sample. Therefore, some of the relevant material
is taken from an earlier study by Bentz et al. (2017b). For this older corpus, dif-
ferences in numbers of tokens are not a concern. Hence, the unscaled unigram
entropy is used throughout these sections.
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5.2.4 Inflectional morphology

To analyse systematic differences between inflected and non-inflected parallel
corpora, state-of-the-art lemmatization tools are employed to automatically neu-
tralize inflections. In English, for instance, inflections are neutralized for differ-
ent parts of speech, mainly regular and irregular verbs (e.g. decides/decide/de-
cided → decide, sings/sang/sung → sing) and nouns (e.g. noses → nose, children
→ child). An example of word types ranked according to their token frequencies
for an English corpus, compared to the lemmatized version of it, is given in Fig-
ure 5.4.6

While the three most frequent word types (and, the, of ) are not affected by
lemmatization, we already see a difference in the fourth rank: the pronoun he is
replacedby the lemmatized copulabe. This is because token frequencies thatwere
distributed over different inflectional variants in the original corpus (is, are, was,
were, being) are now “accumulated” in the lemma be. As a general trend, frequen-
cies of former inflectional variants of verbs (e.g. say, have) and nouns (e.g. man)
accumulate in the respective lemmas. As a consequence, these are “pushed” fur-
ther up the ranks. This leads to a shift of the word frequency distribution towards
the y-axis, i.e. towards higher frequencies and hence to lower unigram entropies.
In English, this is a subtle effect. The unigram entropy in this example drops from
8.29 bits/word to 7.94 bits/word, which is around 4%. The entropy share will in-
crease for languages where inflectional marking is more pronounced.

To measure the size of this effect across languages, a combination of the full
UDHR and the full PBC is used. The range of languages included is limited by the
availability of lemmatization tools.We arrive at parallel corpora of 12000 to 17000
tokens for 19 different languages (see Table 5.2 for details). The word tokens of
these corpora are lemmatized by using the BTagger (Gesmundo and Samardžić,
2012) and TreeTagger (Schmid, 1994, 1995). Both the BTagger and the TreeTagger
first assign a part-of-speech tag (POS tag) to each word token, and then neutral-
ize it to the most likely lemma. For example, given the English word token rights
the BTagger outputs: rights/Nc/right. This is the original token, the POS tag for
common noun and the respective lemma.

Of course, automated processing inevitably results in errors. These can in-
fluence the observed differences between original and lemmatized texts. The fre-
quencies and the types of errors depend on the lemmatization tool and the level of
difficulty. Both taggers employ statistical models which are trained on samples of
manually lemmatized texts and provide high accuracy on words already seen in

6 file: Rcode/Chapter5/entropyMorphEnglish.R
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Figure 5.4:Word frequency distributions for an original and lemmatized English corpus. The
example is constraint to the first 50 ranks. Unigram entropies are unscaled shrinkage values
for the whole distribution.The panels give the original (light grey) and lemmatized (dark grey)
distributions side by side (top), as well as the original (middle) and lemmatized (bottom) sepa-
rately with respective word types above bars.

the training set (close to 100%). Thewordsnot seen in the training set areharder to
lemmatize, and hence are expected to result in more erroneous lemmas. Table 5.2
shows the percentage of unknown word types by corpus and tagger.

Despite some differences in the percentages of unknown tokens, the overall
effect of errors on the entropy estimation is expected to be similar across lan-
guages. Both taggerswill transform fewerword types to lemmas than they actually
should. In consequence, there is less difference between original and lemmatized
frequency distributions than there should be. This, in turn, results in an underes-
timation of the actual unigram entropy difference. Also, there are generally more
unknown words in languages with many inflectional categories. For example, for
both taggers the percentage of unknown tokens is higher for Polish than for En-
glish. It is thus expected that our estimations are less reliable for languages with
abundant inflections.
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Table 5.2: Information on lemmatizers, including languages, ISO
codes, taggers, number of tokens per parallel corpus, number and
percentage of unknown tokens. Adopted from Bentz et al. (2017b).

Language ISO Tagger No. Tokens unknown %

Bulgarian bul TreeTagger 13993 497 3.6
Czech ces BTagger 12020 3068 25
Dutch nld TreeTagger 16732 1089 6.5
English eng BTagger 16781 2140 13
English eng TreeTagger 16781 486 2.9
Estonian est BTagger 12807 3116 24
Estonian est TreeTagger 12807 1621 12.7
Finnish fin TreeTagger 11841 1130 9.5
French fra TreeTagger 17602 983 5.6
German deu TreeTagger 15732 911 5.8
Hungarian hun BTagger 12491 3694 30
Italian ita TreeTagger 15314 888 5.8
Latin lat TreeTagger 11427 266 2.3
Macedonian mkd BTagger 15033 3370 22
Polish pol BTagger 13188 4026 30
Polish pol TreeTagger 13188 1670 12.7
Romanian ron BTagger 16278 3766 23
Russian rus TreeTagger 12152 957 7.9
Slovak slk TreeTagger 11700 304 2.6
Slovene slv BTagger 13075 2847 22
Spanish spa TreeTagger 15581 907 5.8
Swahili swh TreeTagger 12281 638 5.2

With all these caveats in mind, the neutralization of inflections allows us to esti-
mate the differences in entropies between the original and the lemmatized (inflec-
tions neutralized) corpus versions, i.e.

∆�̂�orig→lem = �̂�orig − �̂�lem. (5.4)

The entropy values for the original compared to the lemmatized corpora are given
in Figure 5.5.7 Panel a) of Figure 5.5 illustrates the range of entropy values for the
original corpora (fromaminimumof circa 8.25 bits/word in English to amaximum
of circa 10.25 bits/word in Finnish) and the corresponding entropy values after
lemmatization.

Panel b) sorts languages according to the entropy difference ∆�̂�orig→lem. En-
glish has the lowest entropy difference, followed by Bulgarian andDutch. In these

7 file: Rcode/Chapter5/entropyMorphLemma.R
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Figure 5.5: Inflectional marking and unigram entropy values. a) Unigram entropy values for
original corpora (black dots), corpora lemmatized with the BTagger (dark grey dots), and the
TreeTagger (light grey triangles) across 19 languages. Languages are ordered by there original
shrinkage entropy from lowest (English) to highest (Finnish). b) Unigram entropy differences,
again ordered from lowest to highest.

languages, inflectional morphology plays a minor role for encoding information.
The middle range is populated by such languages as French, Russian, Swahili,
and German. The biggest entropy differences are found in Estonian, Classical
Latin, and Finnish, which heavily rely on inflectional markers.

Normalizing the results in panel b), we can further estimate the entropy share
of inflectional marking per language, i.e. ̂𝑆orig→lem. The percentages are visual-
ized in Figure 5.6. The unigram entropy share of inflection is highest for Finnish
(14.2%), Classical Latin (13.8%), and Estonian (13.1 to 13.2%). It is lowest for En-
glish (4.3 to 4.5%), Bulgarian (4.8%), and Dutch (5.9%). This again reflects the dif-
fering importance of inflectionalmarking across these languages. A caveat to keep
in mind is that the scale from lowest to highest inflectional entropy share will be
influenced by the performance of lemmatization tools. This can distort the rank-
ing of languages, particularly in the middle range. For example, Polish (10.4%) is
ranked lower than Spanish (10.7%). However, the percentage of tokens unknown
to the TreeTagger is more than twice as high for Polish (12.7%) than for Spanish
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Figure 5.6: Entropy share of inflectional marking across 19 languages. Some languages are
represented twice, with the extension _B indicating that the result is based on the BTagger.

(5.8%), and this brings down the estimated entropy share for Polish. Improvement
of automated lemmatization tools will increase the precision of quantitative and
corpus-based measures such as the entropy share.

Finally, we can estimate howmuch of the unigram entropy variance between
languages is due to differences in inflectional marking, yielding ̂𝐸𝑉 orig→lem.
Namely, the original variance in entropies is Var(�̂�orig) = 0.31 and the variance
that remains after lemmatization is Var(�̂�lem) = 0.14. The variance explained
by inflectional differences is then 0.31−0.14

0.31 = 0.55. In other words, neutralization
of inflections across these 19 languages reduces the variance in entropy values
by 55%. Thus, we can conclude that differences in inflectional marking are the
most important factor driving differences in unigram entropies – at least for the
19 languages analysed here – since they explain more than half of the variance
between languages.

5.2.5 Derivation, compounds, contractions, and clitics

We can alsomanipulate corpora by neutralizing derivations, compounds and con-
tractions/clitics, to then get unigram entropy differences, entropy shares, and ex-
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plained entropy variances for theseword-formation processes. However, automat-
ically neutralizing this range of processes is not as straightforward as neutralizing
inflectional morphology only. At this point, there are no cross-linguistic compu-
tational tools equivalent to the BTagger and TreeTagger for such a task. As an al-
ternative, Bentz et al. (2017b) use manual neutralization to calculate differences
in word frequency distributions. This data is here reanalysed with a focus on uni-
gram entropies.

In Bentz et al. (2017b), the parallel corpora for English and German are com-
piledusingparts of theOpen Subtitles Corpus (OSC),8 the EPC,UDHRand theBook
of Genesis.9 On the upside, this text sample is balanced between spoken and writ-
ten language as well as different registers (colloquial, political, legal, religious).
On the downside, the sample has to be kept small (9211 tokens in English, 8304 in
German), in order to enable maximally informed, manual neutralization of word-
formation patterns.

Derivational morphology
Derivational morphology, just like inflectional morphology, has an impact on the
range of different word types a language uses. For instance, there is a range of
Germanic and Latin prefixes and suffixes that are used to derive new word types
from roots in English (e.g. in-alien-able → alien, hope-ful-ly → hope, childhood →
child). For German the respective decisions are in some cases more difficult since
several derivational affixes can be attached to the same root (e.g. Anerkennung
→ kennen, Errungenschaften→ ringen) and can bemixedwith compounding (e.g.
Dringlichkeitsdebatte→Dringensdebatte) or inflectionalmorphology (e.g.abgeän-
dert → ändert).

Clitics and contractions
Theparallel text sample includes theOpenSubtitles Corpus, consistingof (scripted)
spoken language. As a result, there is a range of contractions and clitics (e.g.
you’ve → you have, you’re → you are , I’ll → I will, won’t → will not, parliament’s
→ parliament). The ’s genitive is included both under inflection and under clitics.
From a theoretical perspective, it is often categorized as a phrasal clitic, namely,
it does not attach exclusively to nouns, but rather to noun phrases. However, in
language production, it is inmost cases directly following nouns and is thus likely
perceived as an element very similar to noun inflection by learners and speakers.

8 2013, http://opus.lingfil.uu.se/OpenSubtitles2013.php
9 This is not thePBCbut another Bible corpus at http://homepages.inf.ed.ac.uk/ s0787820/bible/
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We find similar clitics and contractions in the German sample (geht’s → geht es,
rührt’s → rührt es, dir’s → dir es, beim → bei dem, ins → in das).

Compounds
The last word-formation pattern considered here is compounding. In both English
and German different parts of speech can be compounded to yield complex word
types (e.g. noun-noun, adjective-noun, preposition-noun, among others). To neu-
tralize them, these compounds are split into separate word types (e.g. daytime →
day time, downstairs → down stairs, gentlemen → gentle men). An exception are
proper names such as Hellfish, which are not “de-compounded”. Similar princi-
ples apply to German (e.g. Arbeitsschutzregelungen → Arbeit schutz regelungen,
kräuterstinkender → kräuter stinkender).

Results: entropy shares
Both the English and the German corpus are neutralized for derivations, com-
pounds, contractions and clitics – in separate steps and according to the prin-
ciples outlined above. These are discussed in more detail in Bentz et al. (2017b).
For comparison purposes, inflections are also neutralized manually. The results
in terms of entropy shares are summarized in Figure 5.7.10

Of all word-formation processes, inflections have the highest entropy share
for both German ( ̂𝑆deu

orig→lem = 7.9%), and English ( ̂𝑆eng
orig→lem = 5.4%). Compare

this to the results for the automatically lemmatized corpora in Section 5.2.4, where
we found 10.5% and 4.3 to 4.5% respectively. There is a discrepancy of 2.6% for
German and 0.9 to 1.1% in English. Such discrepancies can be due to either differ-
ences in the corpus samples or differences in the lemmatization principles. The
second highest entropy share is found for derivation in German (2.1%) and for cli-
tics/contractions in English (1.1%). This seems to reflect a propensity to use more
derivational morphology in German andmore contractions and clitics in English.
However, to make general statements about English and German information en-
coding, such patterns will have to be tested on bigger, more representative cor-
pora.

Moreover, in English, compounds have a very small, but positive, entropy
share (0.3%), while in German the entropy share is actually negative (-0.6%).
This is because, in the English corpus, the unigram entropy decreases when
compounds are split into separate word tokens, whereas in the German corpus
the same modification actually leads to a unigram entropy increase. From an

10 file: Rcode/Chapter5/entropyWordFormation.R
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information-theoretic perspective, there is a fundamental difference between in-
flectional and derivational processes, on one hand, and compounding, on the
other.

To understand this better, notice that neutralization of inflections and deriva-
tions either leads to an increase in token frequencies andadecrease in thenumber
of types (e.g. neutralizing go, goes,went, gone to go), or to the replacement of one
word type for another (e.g. replacing the word type goes by its lemma go if there
is no other inflected form of that lemma in the text). In the first scenario, the un-
igram entropy decreases. In the second scenario, it stays the same. However, the
first scenario is muchmore likely – especially for neutralization of many different
word types – and lemmatization will thus quite generally decrease the unigram
entropy of the text.
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Figure 5.7: Entropy shares of inflections, derivations, clitics/contractions and compounds in
German and English. This is illustrated in a bar plot rather than a pie chart, since compounding
takes a negative entropy share in German (-0.6%).

In contrast, assume the compounddaytime occurs only once in anEnglish corpus.
If it is split into day and time, then there are two possible scenarios: a) if the word
types day and time already occurred in the corpus independent of the compound,
then the additional tokens of day and time will just be added to the already ex-
isting token frequencies. This corresponds to a net increase in tokens by two and
to a net decrease of types by one, and hence reduces the entropy (everything else
being equal); b) if the word types day and time, on the other hand, are not repre-
sented in the original corpus, then splitting daytime will remove one word type,
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but also create two new ones. This leads to a net increase of word types by one,
and hence to an increase in entropy. In the analyses above, scenario a) seems to
be prevalent in the English corpus, and scenario b) in the German corpus.

Thus, inflection and derivation add information to a text by default, while
compounding can result in either adding or removal of information. As a conse-
quence, when we reverse inflectional and derivational processes by neutraliza-
tion, we inevitably remove information from the corpus. Reversing compounding,
on the other hand, can lead to either removal or adding of information. Again,
these processes have to be tested with bigger, and more representative corpora to
derive general conclusions about English and German information encoding.

To conclude, all the word-formation processes en bloc amount to an overall
entropy share of 10.8% in German (disregarding the -0.6% of compounding) and
7.4% in English. The vast “residues” of entropy shares (89.2% and 92.6%) are then
covered by the base vocabulary. Thus, from an information-theoretic perspective,
we still keep around 90% of the information in English and German corpora even
if all word-formation processes are neutralized, illustrating that the basic lexicon
is by far the most important dimension of information encoding.

Results: explained entropy variance
Apart from analysing entropy shares per language, we can also ask howmuch the
original difference between the German and English corpus is driven by the differ-
ences in information encoding strategies. The original unigram entropy value for
the English corpus is �̂�eng

orig = 8.83, and for German �̂�deu
orig = 9.39. This amounts to

a unigram entropy difference of ∆�̂� = 0.56.
Manual neutralization of inflections in the English sample corpus yields

an entropy of 8.36 bits/word, and for German 8.65 bits/word. Hence, the after-
neutralization entropy difference is 0.29 bits/word. The proportion of entropy dif-
ference explained by inflectional morphology ̂𝐸𝑉 orig→lem is thus 0.56−0.29

0.56 = 0.48.
This means 48% of the unigram entropy difference between English and German
is explained by differences in the productivity of inflectional markers. This is simi-
lar to the result across 19 languages above, where we had 55% variance explained
by inflection.

In comparison, the English entropy value after neutralization of derivations
is 8.78 bits/word and the German one is 9.19 bits/word. This amounts to an after-
neutralization entropy difference of 0.41 bits/word. The variance explained by
derivational morphology ̂𝐸𝑉 orig→root is thus 0.56−0.41

0.56 = 0.27. This means an-
other 27% of entropy difference is explained by derivational morphology. Fur-
thermore, the entropy of the English distribution after neutralization of clitics
and contractions is 8.74 bits/word, and for German 9.31 bits/word, which yields
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an after-neutralization entropy difference of 0.57 bits/word. Note that this dif-
ference is actually slightly bigger than the original difference of 0.56 bits/word.
Neutralization of clitics and contractions thus yields a negative explained vari-
ance value, namely 0.56−0.57

0.56 = −0.02, i.e. –2%. This means the differences in
unigram entropies increase rather than decrease by means of neutralizing clitics
and contractions in English and German.

Looking at compounding, this effect is even more pronounced. Namely, the
entropy difference before and after decompounding amounts to 0.64 bits/word.
As for clitics/contractions, this is actually bigger than the original 0.56 difference
and yields a variance explained value of 0.56−0.64

0.56 = −0.14. Thus, decompounding
increases the unigram entropy difference by 14%. Again, this is due to systematic
differences in how English and German use compounding to encode information.

5.2.6 Tone

Another dimension of information encoding is tone, that is, the systematic har-
nessing of pitch accents to distinguish words that would otherwise sound the
same. This is a widespread strategy across languages of the world, particularly
prevalent in languages of Mesoamerica, Sub-Saharan Africa, and Southeast Asia.
Probably the most prominent examples are Mandarin (cmn) and Cantonese Chi-
nese (yue), alongside other Sino-Tibetan languages. Consider the following exam-
ple given in Yip (2002, p. 2):

[yau] in Cantonese

high level
high rising
mid level
low level
very low level
low rising

‘worry’
‘paint (noun)’
‘thin’
‘again’
‘oil’
‘have’

Here, the word yau can have six different meanings, depending on the pitch ac-
cent applied. In written language, tones are indicated according to marking sys-
tems which vary across areas of the world. In the following paragraph, the longer
discussion of Yip (2002, p. 19-21) is briefly summarized.

In African linguistics, tones are typically indicated by diacritics. For example,
a high tone on the vowel [a] is written as á, mid tone as ā, low tone as à, falling
tone from high to low as â, and the inverse denoted as ǎ. In some cases, only high
tones are marked, while the mid tone and low tone are left unmarked.
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In the linguistic tradition of Asia, tones are indicated with diacritics in some
Latin transliterations such as Pinyin. Importantly, this usage diverges consider-
ably from the African system. Namely, high tone is indicated as ā, high rising as
á, low falling as à, and low falling-rising as ǎ. In general, however, numerical tone
marking is more widespread in this area of the world. Numerical tonemarkers are
incorporated by so-called “Chao tone letters”, which are actually numbers, not
letters. They normally consist of two or three digits indicating the start and end
pitch of a syllable and a pitch change in the case of complex tone contours. The
digits run from 1 (lowest tone) to 5 (highest tone). Thus, a constant high tone is
indicated as a55 and low tone as a11. Pitch contour examples include high rising
a35, and low falling a31. Complex contours include low falling-rising a214, and low
rising-falling a231.

Numerical tonemarking is also the default forwritten languages ofMesoamer-
ica, but again there are important differences. Firstly, tone numbers are reversed,
with 1 indicating the highest tone, and 5 indicating the lowest tone. Secondly,
steady pitch is commonly indicated with a single digit. Thirdly, while tone con-
tours are also indicated with two digits, these are sometimes delimited by an ad-
ditional hyphen as in high rising a3-2. All three systems are summarized giving
some of the most prominent tone examples below.

Tone
high
low
rising
falling

Africa
á
à
ǎ
â

Asia
a55 (ā)
a11
a35 (á)
a31 (à)

Mesoamerica
a¹
a⁵
a3-2 (a32)
a2-3 (a23)

The corpus samples used in this book include texts of all three macroareas and
there is a considerable number of texts that represent tone languages. An impor-
tant caveat is that tone is not always indicated in writing. Ultimately, this can
mean that we underestimate the unigram entropies of tone languages, since we
lack a dimension of information encoding in the written representation which is
present in spoken language.

An exhaustive assessment of the information encoding potential of tone goes
beyond the analyses presented in this book. However, to get an impression of
the scale of tone marking strategies and their impact on unigram entropies, three
languages are chosen to represent the relevant macroareas: Lingala (lin), a Bantu
language of Sub-Saharan Africa; Hakka Chinese (hak), one of the Sinitic lan-
guages transliterated to Latin with tone indication; and Usila Chinantec (cuc),
an Otomanguean language of Southern Mexico. For Lingala, the UDHR is the
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text basis, while for Hakka Chinese and Usila Chinantec this is the PBC. Example
sentences are given below.

(25) Lingala (lin, UDHR 01)
Bato nyɔ́nsɔ na mbótama bazalí nsɔ́mí mpé bakókání na limɛmya mpé
makokí .

(26) Hakka Chinese (hak, PBC 40001001)
Yâ-sû Kî-tuk he Thai-ví ke heu-thoi , Thai-ví he Â-pak-lâ-hón ke heu-thoi .
Yâ-sû ke kâ-phú he án-ngiòng :

(27) Usila Chinantec (cuc, PBC 40001001)
I⁴la³ ti²ton³ la⁴jang³⁴ sa¹jeun³ quian¹ Jesucristo a³lang⁴³ jon⁴³tyie¹ A³brang²³
jian³ Da³vei²³ .

In the Lingala example, the only tone distinction is between stress (high tone indi-
cated by acute accent) and no stress (no tone) (Divuilu, 2005, p. 40), while in the
Pinyin transliteration of Hakka Chinese there are several diacritics for differing
tones. In Usila Chinantec, a range of tone numerals are used instead.

With regards to unigram entropy, the crucial question is how many different
word types are merged to a single word type when tonal marking is removed in
these texts. For example, depending on different tone contours, the word type
chie in Usila Chinantec can mean chie23 ‘sth. goes’, chie34 ‘sth. will go’, or chie32
‘illness’, and chie43 ‘straight’ (Skinner and Skinner, 2000, p. xvi).While in the first
two cases falling tone contours reflect different grammatical tenses of the verb ‘to
go’ , in the latter two cases rising tone contours distinguish lexical meanings of a
noun and an adjective. If tone marking is removed from a Usila Chinantecan text,
these distinctions are lost, and we are left with chie, ambiguously representing
any of these meanings.

To assess the impact that tone marking has on unigram entropies, all diacrit-
ics in Lingala and Hakka Chinese, as well as digits marking tone in Usila Chi-
nantec are removed. We can then calculate the entropy share ̂𝑆orig→no tone and
explained variance ̂𝐸𝑉 orig→no tone of tone markings.11 The results are given in Fig-
ure 5.8.

Lingala has the lowest entropy share of tones with a mere 0.4%, while in
Hakka Chinese this amounts to 1.2%, and in Usila Chinantec to 4.7%. The latter
is comparable to the entropy share of inflections in English (4.3 to 4.5% and 5.4%
respectively). That is, from a unigram perspective, tone markings encode about
as much information in Usila Chinantec as inflections encode in English. For the

11 file: Rcode/Chapter5/entropyTones.R
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Figure 5.8: Unigram entropy differences and shares of tone markings. The left panel gives
shrinkage entropies before and after removal of tone markings in Lingala (lin), Hakka Chinese
(hak), and Usila Chinantec (cuc). The panels on the right illustrate the corresponding entropy
shares.

other two languages, the information encoding potential of tones is hence com-
paratively small.

Furthermore, the variance in original unigram entropy values across these
three languages is Var(�̂�orig) = 2.39 bits/word. After removal of tone mark-
ing it is Var(�̂�orig) = 1.94. The variance explained by tone differences is thus

̂𝐸𝑉 orig→no tone = 2.39−1.94
2.39 = 0.19. Hence, 19% of the unigram entropy difference

in Lingala, Hakka Chinese, andUsila Chinantec is explained by varying strategies
of how productively tones are employed.

Summary: word-formation and tone entropies

In the previous sections, different word-formation patterns and tone marking
strategies were tested for their impact on unigram entropies in individual lan-
guages, as well as their potential to explain variance in unigram entropies across
different languages. Three sets of parallel texts were used: a) 19 languages of the
PBC and UDHR, b) English and German texts of the OSC, UDHR, EPC, and the
Book of Genesis, and finally c) the UDHR in Lingala as well as the PBC in Hakka
Chinese and Usila Chinantec. In the first experiment, texts were automatically
neutralized for inflections only (i.e. lemmatized). In the second, this was done
manually for inflections, derivations, clitics/contractions and compounds. In the
third, texts were neutralized for tone marking.
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The experiment involving lemmatization of 19 languages illustrated that en-
tropy shares of inflections range from around 4% (English) to around 15% (Fin-
ish). Moreover, variance in unigram entropy values is explainable to 55% by dif-
ferences in inflectional strategies. It emerges that inflectional marking is themost
important dimension for explaining unigram entropy differences in parallel texts
across languages. Of course, a sample of 19 languages of three different families
(Indo-European, Atlantic-Congo, and Uralic) and with a strong bias towards over-
representing European languages, cannot be seen as a balanced representation of
languages across the world. Only the development of cross-linguistic corpora and
computational tools will enable more representative typological analyses across
more variegated samples.

In the experiment with English and German corpora, the entropy share of in-
flections is highest (5.4% and 7.9% respectively), while derivation, clitics/contrac-
tions and compounds play less of a role. The exact ordering of entropy shares of
word-formation patterns varies even between these two closely related languages.
This might reflect subtle differences in the productivities of word-formation pat-
terns more generally. Again, this will have to be tested with bigger and more rep-
resentative corpora to be conclusive. Manual neutralization yields an explained
unigram entropy variance of 48% for inflections (similar to the 55% across 19 lan-
guages) and 27% for derivations. Moreover, neutralization of clitics and contrac-
tions increases the entropy difference by 2%, and for compounds by 14%, and
thus actually yields negative explained variances. However, with regards to the
question what drives differences in entropy values across different languages, the
sign of the percentage-wise change is only secondary, with the magnitude of the
effect on unigram entropy variance being more important. Based on the analy-
ses in this section, we can conclude that inflections have the strongest impact on
entropy variation (55% variance explained across 19 languages and 48% of differ-
ence explained for English and German), followed by derivations (27% difference
explained for German and English), compounds (14%), and clitics and contrac-
tions (2%).

Another productive strategy to encode information at the world level – in-
stead or in conjunctionwith changes inmorphologicalmaterial – is to apply differ-
ing pitch accents to syllables andwords, i.e. tone. The potential of tones to encode
information at the unigram level was measured using texts from Lingala, Hakka
Chinese and Usila Chinantec. While tone marking has a relatively small entropy
share for Lingala and Hakka Chinese (around 1%), in Usila Chinantec it reaches
roughly the level of entropy share covered by inflectional marking in English, i.e.
around 5%. This is an important result to keep in mind for later analyses, espe-
cially since not all texts indicate tonal differences by either diacritics or tone num-
bers. The unigram entropy variance explained by tone marking across the three
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languages analysed here is 19%. This is in the same ballpark of the variance ex-
plained by derivational marking between English and German (27%).

The question remains of how to explain the “residue” of entropy share for
individual languages and the cross-linguistic variation in unigram entropies. For
example, if we apply neutralization of both inflections and derivations to German
and English texts, we will reduce the entropy difference by around 75%. What
about the missing 25% of unexplained difference? As outlined above, neutraliza-
tion of compounds and clitics will not help to further reduce the difference. Lexi-
cal distinctions in the basic vocabulary are a much more likely candidate. For ex-
ample, the deity in the PBC is variously called god, lord or father in English. This
might contrast with other languages which consistently use a single expression.

Finally, it should not be forgotten that the overarching assumption of con-
stant content in parallel texts only holds approximately. There are still differences
in what exactly is encoded in any given translation, and what not. This is in some
cases related to rules of discourse conventionalized in a given language. For in-
stance, in Example (23) the Iñupiatun affix -ni is amarker of evidentiality, i.e. indi-
cating that somebody is reporting something about Jesus, rather than it being first
hand knowledge. The fact that the stories in the Bible are told by a narrator is ex-
plicitly communicated here. In many other languages, this will be rather implicit
information to be inferred by the reader. In other cases, mentioning or excluding
certain information can be a stylistic choice of the translator. In yet other cases,
certain verses, and parts of such,might not be available in every given translation
to be compared.

Unfortunately, differences relating to the basic vocabulary, to explicit and im-
plicit encoding, and to individual stylistic choices are harder to systematically
quantify and evaluate. This is why using parallel texts is advisable in the first
place.

5.3 Register and style

The last factor to be discussed as potential language “internal” effect influenc-
ing unigram entropies is variation connected to register and style – at the level of
whole corpora. Texts of different registers and styles are known to exhibit system-
atic variation in the range of vocabulary, morphological marking and syntactic
structures used. For example, Baayen (1994, 2008) demonstrates that derivational
suffixes such as the Romance suffix -ity, and the Germanic suffix -ness reveal dif-
ferent degrees of productivity according to stylistic factors anddifferent text types.
Along similar lines, historical letters (Säily and Suomela, 2009) and Present Day
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English texts (Säily, 2011) are shown to exhibit significant differences in the pro-
ductivity of -ity according to whether these were written by women or men.

Given such findings, it is conceivable that different registers and styles are
directly or indirectly linked to unigram entropy differences, especially via dif-
ferences in the vocabulary and the productivity of inflectional and/or deriva-
tional morphology. The main set of corpora used for unigram entropy estimation
throughout this book represents three different registers and styles: The UDHR
is a legal document, the PBC religious writing, and the EPC consists of written
speeches and discussions. Since unigram entropies are centred and scaled per
corpus (Section 4.4), the mean values are the same across the three corpora,
namely zero (see Figure 5.9).12
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Figure 5.9: Violin plots of scaled unigram entropies per corpus. Scaled unigram entropies (y-
axis) are categorized by corpus, i.e. PBC (Parallel Bible Corpus), UDHR (Universal Declaration
of Human Rights), and EPC (European Parallel Corpus). Black dots indicate mean values with
confidence intervals. Light grey violins outline symmetric density distributions of entropic
values. Individual data points are plotted in grey, with jitter added for better visibility.

However, the density distributions still differ somewhat, with the PBC displaying
the highest density below zero, i.e. a skew towards lower unigram entropy, while
the UDHR displays a slight skew towards higher unigram entropy, and the EPC
displays a bimodal density distribution with the lowest density around the mean
value. Such differences in densities can derive from variation in the sample of fam-
ilies and geographic areas that a corpus represents. We will get back to these in
the next chapter.

12 file: Rcode/Chapter5/entropyCorpora.R
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It is vital to remember that the overall aim is to compare languages – repre-
sented by texts – according to their lexical diversities, i.e. unigram entropy val-
ues. We want to be able to say that language A has a higher/lower unigram en-
tropy value than language B. In the optimal case, such a ranking is independent
of the register and style used in a specific corpus. However, the skews in unigram
entropy densities per corpus suggest that, even for centred and scaled corpora,
there might still be a slight bias.

Given this state of affairs, it is important to clarify howmuch our choice of cor-
pus changes the relative ranking of languages according to unigramentropies. For
the same set of languages the EPC might, for instance, give us a different ranking
of values than the PBC or the UDHR. One way of getting an impression of the con-
sistency of ranking is to correlate unigram entropies for languages represented
in any two of the corpora. Namely, a Spearman rank correlation of 𝑟 = 1 would
indicate that the ranking is fully consistent, and hence that register difference –
and in fact any other systematic difference arising from specific properties of the
corpora – does not have an impact on the ranking of values. A Spearman rank
correlation close to 𝑟 = 0, on the other hand, would indicate that the two corpora
give us completely different rankings, and hence register difference has a strong
impact. Figure 5.10 visualizes the correlations for every possible pair of parallel
corpora.
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Figure 5.10: Correlations of unigram entropy values for corpus pairs. The panels compare (from
left to right) unigram entropies for 185 languages that are available in both the PBC and the
UDHR, 21 languages overlapping in the PBC and EPC, and 20 languages overlapping in the
UDHR and EPC. Linear models are given as black lines with 95% confidence intervals (grey).

All three correlations are strong, reflected in Spearman coefficients of 𝑟 = 0.86,
𝑟 = 0.93, and 𝑟 = 0.9 respectively. This goes to show that there is generally strong
“agreement” between different corpora on which languages have high or low uni-
gram entropies. Though the unigram entropy value of a given language might dif-
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fer depending on the corpus we use to represent it, the ranking of this language
in comparison to other languages is likely to be consistent as long as the register
is the same or similar across the languages compared. Take English and German
as examples again. The highest scaled unigram entropy for English is found in
the UDHR with –0.38 (compared to the EPC with –1.39 and the PBC with –0.55).
This value is even slightly higher than the German EPC value of –0.39. However,
the value for the German UDHR is 0.62, and thus considerably higher than for En-
glish.

In sum, as long as we use texts of same parallel corpus to rank languages
according to unigram entropies, the ranking is likely to be consistent with what
we would find for other parallel corpora.

5.4 Summary

This chapter dealt with descriptive – language “internal” – factors shaping word
frequency distributions and hence unigram entropies of different texts and lan-
guages. Namely, variance due to writing systems and scripts, word-formation pat-
terns, tone marking, as well as registers and styles was investigated and the exact
impact on unigram entropies quantified and discussed.

As a first observation, it turns out thatwriting systems, and the scripts derived
from them, can have an impact on unigram entropy values. However, for the nine
different scripts tested here, this effect is restricted to amaximumpercentage-wise
change of 3.2%, as exemplified by Korean written in Latin versus Hankul. For all
other scripts this effect is exceedingly small (below 1%), and in some cases non-
existent.

Word-formation patterns, on the other hand, emerge as strong descriptive
predictors of lexical diversities in parallel texts. Namely, neutralization of inflec-
tional markers in a sample of 19 languages is shown to reduce the entropy vari-
ance by 55%. In a similar vein, manual neutralization of inflections, derivations,
compounds and clitics/contractions in English andGerman amount to changes in
the unigram entropy variance by 48%, 27%, 14% and 2% respectively. This leaves
around 10-25% of unexplained variance for other factors such as the lexicon. In
a typologically very different set of languages, the effect of tone marking on un-
igram entropy values was evaluated. Removal of tone markers reduces the vari-
ance in unigram entropies by 19%. Thus, mainly inflection and derivation, and
to a smaller extent also compounding, cliticization/contraction and tone emerge
as descriptive factors that account for the biggest part of differences in unigram
entropies across parallel texts and the languages represented by them.
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Moreover, the consistency of unigram entropy rankings was tested by Spear-
man rank correlations between pairs of corpora. These analyses demonstrate that
though different registers can be associated with higher or lower entropy values,
they do not strongly interact with the cross-linguistic ranking of languages. Con-
ceptually, registers and styles are not independent of the other descriptive pre-
dictors. Registers and styles will have an impact on lexical diversities only via
the specific choice of lexicon, productivity of word-formation patterns, or tonal
distinctions associated with them. For example, there is very likely a unigram en-
tropy difference between spoken and written language due to different ranges of
vocabulary, and the complexity of morphological structures used. It is difficult
to imagine how register and style by themselves might have an impact on lexical
diversity. In the domain of descriptive factors, scripts, word-formation, and tone
have a more basic status than register and style. Namely, the former mediate the
effect of the latter.

As a general restriction, all these effects were tested based on small subsam-
ples of the original 1833 texts and 1217 languages. Most of these languages were
standard European languages. Clearly, the importance of particular descriptive
factors might change for other subsamples of languages. Therefore, building ty-
pologically balanced cross-linguistic corpora, and developing automated tools to
process them, are two points high up on the agenda towards developing a corpus-
based, quantitative and reproducible language typology.

In conclusion, using information on scripts, word-formation, and tone mark-
ing, we can “explain” a good part of the variation in unigram entropies across
languages. However, at the face of it, explanations with reference to the “inter-
nal” structural properties of languages just constitute further descriptions of di-
versity from a different angle. As such, they help to disentangle the pathways and
causes of change, but are arguably not causal explanations by themselves. We
might ask:whydoparallel corpora in Iñupiatunhavehighunigramentropyand in
Hawaiian low unigram entropy? An answer referring to the fact that Iñupiatun is
a polysynthetic language andHawaiian is an analytic language is not fully getting
to the core of thematter. It merely translates an information-theoretic observation
into a structural observation using linguistic terminology. That is, it further elabo-
rateswhat is different. To be clear, such links between quantitative measures and
linguistic analyses are valuable by themselves. They constitute the foundational
work for a corpus- and usage-based language typology, and hence a viable object
of study for a coherent research project. Nevertheless, it is argued throughout this
book that descriptive factors are not explaining why there is a difference. A satis-
fying causal explanation has to go beyond descriptive analyses of the set of lin-
guistic interactionsℒ(𝑡), and link themwith factors pertaining to the population
of speakers 𝒮(𝑡) and their learning and usage preferences.



6 Explanatory Factors: Language “External”
Effects

The previous chapter shed some light on descriptive, language “internal” factors,
and how they relate to lexical diversities in different languages. This is an impor-
tant first step towards understanding the mechanisms at play when lexical diver-
sities change. For example, it was demonstrated that productive inflectional mor-
phology systematically increases the number of word types, and spreads token
frequencies more uniformly across them, which yields higher unigram entropies.
However, as pointed out in Section 3.3, this is not enough information by itself
to constitute a causal theory of language change and evolution. Instead, explana-
tory factors need to be established, namely, links between lexical diversities and
the structure of speaker and learner populations. Eventually, this will elicit the
pressures of language learning and usage that drive the evolution of particular
encoding strategies.

6.1 Population size

A series of qualitative and quantitative studies in the past 20 years have embarked
on illustrating a link between the structural characteristics of languages and the
size of the populations they are spoken by. Answers are sought at different levels
of linguistic structure, from phoneme inventories to morphosyntax. Some of the
relevant studies are discussed in the following.

Phoneme inventories

StartingwithHay andBauer (2007) it is argued that population sizes are positively
correlated with phoneme inventory sizes, meaning that languages spoken by big-
ger populations are predicted to havemore diverse phoneme inventories. Notably,
the correlation is shown to hold for both consonants and vowels, and across dif-
ferent language families. Hay andBauer (2007) base their claim on a sample of 216
languages of 42 language families, of which a majority is of the widespread and
well-documented type represented, for instance, by English, Hindi andMandarin.

Expanding the language sample to 504 languages of 50 families, Atkinson
(2011) replicates the overall result of a link between bigger populations and more
diverse phoneme inventories. Besides population size, his statistical model also
includes the “distance from origin”, i.e. the distance from Africa, as a predictor.

DOI 10.1515/9783110560107-006
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This also turns out to be significant. The explanation given for this result is that
language populations spread from Africa and left a trace in form of a so-called
“serial founder” or “bottleneck” effect, such that higher distance from the origin
predicts lower levels of diversity. In this perspective, a series of population bot-
tlenecks leads to a gradual reduction of diversity as sub-populations split from
respective founder populations. Thus, reduction of phoneme diversity is seen in
parallel to thewell-known reduction of genetic diversity fromAfrica towards Asia,
and into the Americas.

The statistical claims of Hay and Bauer (2007) and Atkinson (2011) are
(largely) confirmed by Jaeger et al. (2011), though with a grain of salt regard-
ing the exact statistical models to be fitted, and their reliability given sparse data.
The population size effect on phoneme inventory size remains positive in all their
models. However, while it is significant in amodel that takes grouping at the level
of family, subfamily, and genus into account, it ceases to be significant in models
that also take countries and continents as grouping factors into account – as a
proxy for “language contact”. Along similar lines, another replication study based
on 969 languages (Moran et al., 2012) calls the validity of Hay and Bauer (2007)’s
findings into question. It argues that there is considerable between-family and
between-genus variation that is not taken into account in the original model. Con-
sidering these grouping factors, the overall effect of population size on phoneme
inventory size is argued to be relatively small, though still statistically significant.

Finally, in the most extensive study to date – comprising more than 3153 lan-
guages of 109 families – Wichmann et al. (2011) again replicate the link between
population size and phoneme inventory size, including controls for grouping at
the level of language families. In addition, they take into account another po-
tential confound: the link between phoneme inventory size and average word
length. Languages with shorter words might evolve bigger phoneme inventories
to counter-balance the loss of information encoding potential – a hypothesis
brought forward by Nettle (1998, 1995). Confirming this link, Wichmann et al.
(2011, p. 21) argue that the correlation between population size and phoneme
inventory size could be mediated by the effect that larger populations (proba-
bly through pressures of language learning) reduce word stems to regular and
shorter canonical forms. Shorter stems, in turn, would require more phonemes to
disambiguate the otherwise increasing number of homonyms.

Whatever the exact explanation for the positive correlation between popula-
tion and phoneme inventory size, the statistical analyses so far indicate that the
overall association holds. There is, however, considerable variation within and
between different families and geographic areas, which further complicates the
search for a coherent explanation.
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Morphological complexity

An idea akin to the population size and phoneme diversity hypothesis is that
population size negatively correlates with the complexity of inflectional morphol-
ogy. Lupyan and Dale (2010) quantitatively demonstrate this link. See also Net-
tle (2012) for a recent overview on the topic. In a nutshell, languages spoken by
bigger populations tend to be those with reduced morphological marking. Over-
all, Lupyan and Dale (2010)’s sample covers more than 2000 languages for which
linguistic information is available in 28 WALS chapters. These cover diverse top-
ics such as “inflectional morphology”, “number of cases”, “person marking on
verbs”, “coding of evidentiality”, “coding of negation”, and “distance distinctions
in demonstratives”. For 23 of the 28 categories, population size (logarithmically
transformed) turns out to be a significant predictor of lower complexity, i.e. less
differentiated marking strategies. This result is interpreted as reflecting learning
pressures associated with bigger populations. The linking hypothesis is that big-
ger populations are by trend those that also have “recruited”more adult L2 speak-
ers in the past (Lupyan and Dale, 2010; Dale and Lupyan, 2012; Lupyan and Dale,
2015). This is further discussed below.

Rates of change

Before large scale empirical data and statistical models were employed to link
population size and linguistic structure, computationalmodelling studies laid the
theoretical groundwork. For instance, Nettle (1999) proposed population size as
a predictor for the rate of language change. Simply speaking, smaller groups of
speakers should be more transparent for change and hence perpetuate innova-
tions more quickly. This line of reasoning predicts that small languages are ex-
pected a) to exhibit higher rates of lexical change, b) to havemore borrowed items
in their lexicon,1 but also c) to be more likely to preserve marked grammatical
structures (e.g. unusual word orders) (Nettle, 1999, p. 134). It might be argued that
the last predictionwas confirmed– though rather indirectly – by Lupyan andDale
(2010). Namely, if complex and opaque morphology is considered a “marked”
structure, then it holds true that it tends to be preserved in smaller populations.
The argument in a), on the other hand, could not be verified in more direct assess-
ments based on large-scale data (Wichmann andHolman, 2009;Wichmann et al.,
2008).

1 Though borrowing of loanwords has to be linked with language contact, which in turn can
increase the overall population size.
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In fact, a recent study by Bromham et al. (2015) explicitly falsifies the as-
sumption under a). By means of phylogenetic modelling of changes in cognate
lists for 20 Polynesian languages, they show that bigger populations tend to gain
new words and smaller populations are prone to lose words. They conclude that
smaller populations in their sample do not have higher rates in terms of uptake
of innovation. Interestingly, Bromham et al. (2015) also find no evidence that big-
ger populations have higher rates of word gain due to borrowing of words from
other populations. Rather, there seems to be a genuinely higher potential of word
creation in the bigger populations analysed.

Population size and lexical diversity

The aforementioned computational and statistical analyses suggest that popula-
tion size is a potential predictor of lexical diversity. To test this, the scaled unigram
entropy estimations for 1217 languages aremergedwith population size data from
oneof the last openly available versions of theEthnologue (Lewis et al., 2013). This
yields a sample of 1395 texts and 1193 languages forwhich both unigram entropies
and population sizes per language are available.
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Figure 6.1: Population size and scaled unigram entropy. Logarithmically transformed popula-
tion sizes (L1 speakers) are given on the x-axis. Scaled unigram entropies are given on the y-
axis. The number of texts, languages, as well as the Pearson correlation coefficient and p-value
are given in the panel. A local regression smoother with confidence intervals (grey) is overlaid.

Note that the 17th version of the Ethnologue generally gives population sizes as
the number of native (L1) speakers. If a language is spoken in one country only,
the number of speakers is given for that country as “population”. If the language
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is spoken in several countries, the total number of L1 speakers is given as “pop-
ulation total all countries”.2 If available, the population sizes used here are the
total population sizes across countries. Otherwise, the population sizes of single
countries are given. Only population sizes bigger than zero are taken into account,
meaning that extinct languages are not included. Figure 6.1 plots these population
sizes versus scaled unigram entropy values.3

There is a slightly positive trend, i.e. bigger populations are associated with
higher lexical diversities. The Pearson coefficient for the correlation is small (𝑟 =
0.17), but significant (𝑝 < 0.0001). This simple correlation analysis suggests that,
indeed, population size is a predictor of lexical diversity. However, this needs to
be confirmed inmore advanced statisticalmodels, involving competingpredictors
as well as controls for genealogical and geographic proximity (Chapter 8).

6.2 Adult learner percentages

The idea that adult language learning shapes linguistic structure has been around
in sociolinguistics for several decades. One of the core arguments in this context
is that languages in contact are prone to lose abundant and fine-grained mor-
phological distinctions (Thomason and Kaufman, 1988; Wray and Grace, 2007;
McWhorter, 2007, 2011; Trudgill, 2011). Language “contact” always involves learn-
ing and usage of (at least) two languages, be it by infants and small children (i.e.
bilingualism), or adults (“non-native” learning).

However, the difference between these “two types of contact” is argued to play
a crucial role for the linguistic outcome (Trudgill, 2011, p. 15). Namely, morpholog-
ical simplification is associated particularly with adult learning, while early bilin-
gualism can even lead to borrowing of additional morphological material (see
Chapter 10 for further discussion). Lupyan and Dale (2010) associated their analy-
ses with this line of reasoning via the linking hypothesis that population sizes are
a reflection language contact involving adults. Bentz andWinter (2012) and Bentz
and Winter (2013) directly used L2 percentages in 69 languages to show a nega-
tive relationship between language contact and case marking. This is, languages
with higher L2 percentages tend to have fewer or no nominal case markers. This
effect is likely related to the difficulty adult learners have with case distinctions,
irrespective of whether morphological case is used in their native language.

2 http://www.ethnologue.com/17/about/language-info/#Population
3 file: Rcode/Chapter6/entropyPopSize.R
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Moreover, Bentz et al. (2015) extended this argument to L2 percentages and
lexical diversity. Thedataset of L2 speaker information inBentz et al. (2015) is used
here as well. It contains languages for which numbers of L1 and L2 speakers in the
linguistic community were available at the time of collection. This information is
found for 226 languages using the SIL Ethnologue (Lewis et al., 2013), the Rosetta
project website,4 the UCLA Language Materials Project,5 and the Encarta.6
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Figure 6.2: L2 speaker percentages and scaled unigram entropies. L2 speaker percentages are
given on the x-axis. Scaled entropies are given on the y-axis. The number of texts, languages,
as well as the Pearson correlation coefficient and p-value are given in the panel. A local regres-
sion smoother with confidence intervals (grey) is overlaid.

Whenever L1 and L2 speaker numbers differ in the sources, the average is calcu-
lated as an estimate. This smooths some of the incommensurable values that are
certainly to be found in sources like Ethnologue. Note that Sanskrit and Esperanto
are excluded from the sample. Sanskrit is an extreme outlier in the Indo-European
family. In the database of Bentz et al. (2015), it is listed with a very high ratio of
L2 to L1 speakers. This is due to the fact that it is learned and used almost exclu-
sively as the language of liturgy in Hinduism. In this sense, there are very few na-
tive speakers of Sanskrit, while many students learn it in schools as L2. Arguably,
this is not the kind of L2 learning and usage scenario that is supposed to reduce
morphological complexity. Esperanto, on the other hand, is an artificial language
with a high ratio of L2 speakers. However, since it is a constructed language, there
is no point to be made about potential shaping of its linguistic structure due to

4 www.rosettaproject.org
5 www.lmp.ucla.edu
6 http://en.wikipedia.org/wiki/Encarta
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natural processes of language change (though such processes might have been at
play in its very recent history).

Based on the remaining averaged speaker numbers, we can calculate the L2
speaker percentages for eachof the 226 languages.Merging this L2 speaker dataset
with unigram entropies yields a sample of 188 texts and 115 languages. Figure 6.2
illustrates the relationship between L2 speaker percentages and entropies.7

There is a clear negative trend, meaning that bigger L2 percentages are associ-
ated with lower unigram entropies. This is reflected in a medium Pearson correla-
tion coefficient (𝑟 = -0.43) of high significance (𝑝 < 0.0001). Note that this sample
of languages is much smaller than the sample with population size information
by a factor of 10. The correlation between population size and unigram entropies
for this smaller sample is a minor 𝑟 = 0.02, and not significant (𝑝 = 0.78). This
illustrates that the correlationwith L2 percentages ismuch stronger than the corre-
lation with pure population size – at least for this sample of 115 languages. Again,
though, these results have to be corroborated in more elaborate models.

6.3 Language status

Besides information on population sizes and L2 speakers, the Ethnologue also cat-
egorizes languages according to their “status”, defined as the level of “intergen-
erational transmission” of a language. The Ethnologue adheres to the so-called
Expanded Graded Intergenerational Disruption Scale (EGIDS), which is a discrete
scale of 13 levels from “international language” to “extinct language”.8 The indi-
vidual levels are given in Table 6.1.

These levels provide an approximation of the probability that intergenera-
tional transmissionof a language is successful. As such, they also indirectly reflect
the social prestige associated with a language. For example, a national language
is more likely to be associated with high intergenerational transmission and high
social prestige, than a developing language or a language threatened by extinc-
tion. Using the Ethnologue, we arrive at a sample of 1397 texts and 1197 languages
for which both unigram entropies and language status information is available.
Figure 6.3 plots the language status levels versus entropies per language.9
Since language status is an ordinal variable that can be ordered numerically from
highest to lowest (in this case 1 to 12), it is possible to use it as a continuous

7 file: Rcode/Chapter6/entropyL2.R
8 https://www.ethnologue.com/about/language-status
9 file: Rcode/Chapter6/entropyLangStatus.R
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Table 6.1: Information on language status from the Ethnologue (17th version).

Level Label Description

0 International The language is widely used between nations
in trade, knowledge exchange, and interna-
tional policy.

1 National The language is used in education, work,
mass media, and government at the national
level.

2 Provincial The language is used in education, work,
massmedia, and governmentwithinmajor ad-
ministrative subdivisions of a nation.

3 Wider Communication The language is used in work andmassmedia
without official status to transcend language
differences across a region.

4 Educational The language is in vigorous use, with stan-
dardization and literature being sustained
through a widespread system of institution-
ally supported education.

5 Developing The language is in vigorous use, with liter-
ature in a standardized form being used by
some though this is not yetwidespread or sus-
tainable.

6a Vigorous The language is used for face-to-face commu-
nication by all generations and the situation
is sustainable.

6b Threatened The language is used for face-to-face commu-
nication within all generations, but it is losing
users.

7 Shifting The child-bearing generation can use the lan-
guage among themselves, but it is not being
transmitted to children.

8a Moribund The only remaining active users of the lan-
guage are members of the grandparent gener-
ation and older.

8b Nearly Extinct The only remaining users of the language are
members of the grandparent generation or
older who have little opportunity to use the
language.

9 Dormant The language serves as a reminder of heritage
identity for an ethnic community, but no one
has more than symbolic proficiency.

10 Extinct The language is no longer used and no one
retains a sense of ethnic identity associated
with the language.
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Figure 6.3: Language status and unigram entropies. The discrete status of a language (x-axis)
plotted against the unigram entropy per language (y-axis). Language status is assessed on a
discrete scale from “1 (National)” to “12 (Extinct)”. Note that though the EGIDS names a level
“0 (International)”, this level is not assigned to any language in the sample. For better visi-
bility, points are jittered around the discrete categories on the x-axis. The number of texts,
languages, as well as the Pearson correlation coefficient and p-value are given in the panel. A
local regression smoother with confidence intervals (grey) is overlaid.

variable in a Pearson correlation. There is an overall slightly negative correlation
(𝑟 = −0.09, 𝑝 = 0.02), meaning that languages of higher status have slightly
higher entropies than languages of lower status (note that higher status languages
have lower numbers).

6.4 Summary

Three explanatory, language “external” factors were discussed here and prelimi-
narily tested for their association with lexical diversity. This includes population
size, L2 speaker percentages, and language status. All three are significant pre-
dictors of lexical diversities by themselves, i.e. using simple Pearson correlations.
However, it should be kept in mind that the effect sizes for population size and
language status are small, and statistical significance is likely due to the usage of
relatively extensive samples.
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Having said that, population size and language status display a positive asso-
ciation with scaled unigram entropies (remember that scale for language status is
inverted), meaning that bigger populations, and languages of higher status are –
by trend – associated with higher lexical diversities. For L2 speaker percentages,
the association runs the otherway around: higher relative numbers of L2 speakers
are associated with lower lexical diversities.

However, before we can further interpret these results, we need to combine
the individual predictors in a single statistical model to account for potential non-
independence, i.e. multicollinearity. Also, a further source of non-independence
that needs to be taken into account is the grouping at the family and area level.



7 Grouping Factors: Language Families and Areas
In the previous two chapters, descriptive and explanatory factors of variation in
lexical diversity were discussed. Remember from Section 3.3 that a third kind of
factor is also relevant: genealogical and geographic grouping. Due to phenomena
such as population drift and contact, languages spoken by different communities
can cluster together in groups at different levels. At the phylogenetic or genealogi-
cal level, we talk about language families (or stocks) (e.g. Indo-European) and lan-
guage genera (e.g. Romance). At the level of geography, we talk about language
areas or language regions (e.g. Europe, Greater Mesopotamia, Mesoamerica, etc.).

Crucially, due to these different levels of grouping, most languages and the
measurements taken from them, are not independent data points in a statistical
sense. It has been pointed out in several quantitative typological studies (Dryer,
1989; Bickel, 2013; Jaeger et al., 2011; Cysouw, 2010; Moran et al., 2012) that sys-
tematic variation at the level of language families and language areas has to be
taken into account in statistical models. Only this will allow us to extrapolate our
findings beyond the subsample of languages we are currently looking at. System-
atic variation in lexical diversity per family and area is discussed in turn.

7.1 Unigram entropy by family

Language families and genera are the outcome of proto-languages splitting into
separate branches and drifting apart at different rates over hundreds and thou-
sands of years. Despite the manifold pathways of divergence, a common root can
sometimes be reconstructed bymeans of analysing regular sound changes and/or
comparing phonological, lexical, morphological, and syntactic similarities. The
existence of deep-rooted ancestral relationships, as in the case of, for instance,
the Indo-European, Sino-Tibetan, Austronesian, and Afroasiatic language fami-
lies are relatively uncontroversial.

An important repercussion is that languages belonging to a given family
are not “blank slates” with regards to their structural properties (Bickel, 2013).
Rather, they adhere (to some degree) to the principle of “identity by descent”.
For instance, Indo-European languages are known to have emanated from a
proto-language that very likely had morphological markers for up to eight or
nine different nominal cases. Hence, any of today’s Indo-European languages
had a “head start” in terms of developing and maintaining morphological case
marking, as compared to, for example, Sino-Tibetan languages. Similarly, it is
conceivable that lexical diversities are preserved over time and that languages of
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certain families are therefore higher up on the scale than others, due to descent
from a proto-language with high lexical diversity. To test this, we can harness
the AUTOTYP database (Nichols et al., 2013), which provides information on lan-
guage “stocks”, i.e. families for which there is linguistic evidence of common
descent, as well as Glottolog (Hammarström et al., 2016), which gives “top-level”
family information.Merging unigram entropieswith AUTOTYP information yields
a sample of 1049 texts and 731 languages grouped into 145 stocks. For Glottolog
this yields 1398 texts and 1195 languages grouped into 105 families.1 Figure 7.1
plots unigram entropies grouped by stocks and families.2 Only those represented
by more than five data points are included.3

It is apparent that language stocks and families differ widely with regards to
average entropy values. In the AUTOTYP classification, these range from a mean
value of 𝜇 = −1.28 (𝜎 = 0.57) for Adamawa-Ubangi (part of Atlantic-Congo
in Glottolog) to 𝜇 = 2.16 (𝜎 = 0.39) for Dravidian languages. According to a
Wilcoxon rank sum test, this difference inmean values is significant (𝑝 < 0.001).4
In the Glottolog, the range is from amean value of𝜇 = −0.81 (𝜎 = 0.69) for Aus-
troasiatic to 𝜇 = 1.71 (𝜎 = 0.43) for Quechuan languages, again with a signifi-
cant difference in the means (𝑝 < 0.001). By means of phylogenetic signal anal-
yses, Bentz et al. (2015) illustrate that such grouping structure at the stock and
family level is likely due to the relative stability of lexical diversities over time.
For Austronesian, Indo-European and Bantu languages it is shown that lexical
diversities of the UDHR and PBC have a generally high phylogenetic signal. This
means that lexical diversities cluster on family trees (built by using cognate data)
as we expect assuming that they have evolved along the branches. This further
confirms that phylogenetic grouping plays a role for understanding variation in
lexical diversities.

Another pattern emerging from these plots is that language families which
are generally associated with high morphological complexity, e.g. Dravidian,
Quechua, Turkic, Uralic, etc. have high average unigram entropy values, while
those generally associated with low morphological complexity, e.g. Adamawa-
Ubangi, Austroasiatic, and Sino-Tibetan tend to rank among the lower unigram

1 Note that this is 106 if “NA” is considered a group.
2 file: Rcode/Chapter7/entropyFamilies.R
3 Merging the unigram entropy file with the AUTOTYP and Glottolog databases by using ISO
codes can lead to an increase in the number of data points. For example, for Basque theAUTOTYP
lists different varieties under the same ISO code (eus),whichwill then result inmultiple rowswith
the same unigram entropy and ISO code.
4 Statistical significance is here only tested for the minimum and maximum mean values. Con-
ceptually, it only matters whether any of the means differ, not whether all the means differ.



7.1 Unigram entropy by family | 123

-2

-1

0

1

2

Adam
awa-U

bangi
M

ayan
M

acro-G
e

O
tom

anguean
G

ur
M

ande
C

hadic
Kwa
Austronesian
M

adang
Sino-Tibetan
Tupian
C

hibchan
Sepik
U

to-Aztecan
C

ariban
Atlantic
Indo-European
N

ilotic
Pano-Tacanan
Benue-C

ongo
Tucánoan
Arawakan
C

ushitic
Berber
Kainantu-G

orokan
U

ralic
Basque
Jivaroan
Sem

itic
Turkic
Q

uechuan
D

ravidian

Sc
al

ed
 E

nt
ro

py
 (b

its
/w

or
d)

Stock (AUTOTYP)

-2

-1

0

1

2

Austroasiatic
M

ande
M

ayan
O

tom
anguean

N
uclear-M

acro-Je
C

entral Sudanic
Austronesian
Sino-Tibetan
N

uclear Torricelli
Sepik
Tupian
Atlantic-C

ongo
M

ixe-Zoque
C

hibchan
U

to-Aztecan
Indo-European
N

ilotic
C

ariban
Totonacan
Pano-Tacanan
N

uclear Trans N
ew

 G
uinea

Afro-Asiatic
Tucanoan
Athapaskan-Eyak-Tlingit
Arawakan
U

ralic
Jivaroan
Ta-N

e-O
m

otic
Turkic
Q

uechuan

Sc
al

ed
 E

nt
ro

py
 (b

its
/w

or
d)

Family (Glottolog)

Figure 7.1: Unigram entropies grouped by language stocks and families. The x-axis gives AUTO-
TYP stock names (top) and Glottolog top-level family names (bottom). The y-axis gives scaled
unigram entropy values. Mean values per stock and family are given as black dots with confi-
dence intervals. Only families and stocks with more than five data points are plotted. Light grey
violins outline symmetric density distributions of entropic values. Individual data points are
plotted in grey, with jitter added for better visibility.

entropy families. This seems to confirm the analyses in Chapter 5, namely, that
differences in inflectional productivity are strong drivers of unigram entropy vari-
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ance. In fact, unigram entropies of parallel texts (among other corpus-basedmea-
sures) are strongly correlated with a morphological complexity measure derived
from theWALS (Bentz et al., 2016). An interesting caveat is that some of the lower
unigram entropy families are also associated with tone marking, e.g. Mayan,
Otomanguean, Austroasiatic, Sino-Tibetan, etc. From an information-theoretic
point of view, this raises the possibility that tone marking is an alternative strat-
egy to encode information, particularly prone to appear when inflectional mark-
ing is lost – or did not exist in the first place. Since tonemarking is not necessarily
represented in written language, this can mean that unigram entropies of tone
languages are underestimated. However, remember that the entropy share of tone
marking for the three languages analysed in Chapter 5 was only between 1% to
4%. So even if tone marking was always included in the texts, this would most
likely not drastically increase family averages of unigram entropies.

Another interesting observation is that some families and stocks have a wide
range (i.e. standard deviation) of unigram entropies, while for others this is
rather narrow. For example, Atlantic-Congo languages cover almost the entire
world wide spectrum from circa –2 to circa 2 scaled bits/word (𝜎 = 1.04), while
Uralic (𝜎 = 0.33) and Turkic (𝜎 = 0.35) are confined to a relatively narrow
spectrum, and are hence more homogeneous with regards to unigram entropies.
Thus, there seem to have been pressures at play in the history of families like
Atlantic-Congo which drove individual languages to maximally diverge, while in
the case of Turkic and Uralic the languages rather converged to a similar unigram
entropy.

7.2 Unigram entropy by area

In parallel to language families, language areas are also associated with the pres-
ence or absence of linguistic features, and areal patterning has been invoked as a
key to understanding linguistic diversity (Bickel, 2017; Nichols, 1992; Dryer, 1989).
Looking at the feature of morphological case marking again, we find that it is not
evenly distributed across areas of the world, but prevalent in some (e.g. Eurasia)
and only marginal in others (e.g. Africa) (Bickel and Nichols, 2009). Bickel (2017)
attributes such patterning, at least in part, to potentially “far-reaching” spreads of
language populations in linguistic prehistory. As a consequence, the connected-
ness of even vast geographic regions can be reflected in the presence or absence
of linguistic features.

To test whether such areal clusters affect lexical diversities, the same datasets
as for language families and stocks are used. Besides information on stocks, AU-
TOTYPalso includes informationon 23 areaswhich are relevant for diffusionof lin-
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guistic features. Glottolog, on the other hand, categorizes languages into only six
macroareas. Figure 7.2 plots unigram entropies by areas and macroareas – again
only the ones represented by more than five data points.

Just as for families and stocks, there is systematic variation in mean unigram
entropies by areas and macroareas as well. According to the AUTOTYP grouping,
Oceania has the lowest average entropy (𝜇 = −0.67, 𝜎 = 0.72) and Eastern
North America has the highest (𝜇 = 1.73, 𝜎 = 1.7). The Wilcoxon rank sum
test for minimum and maximum means indicates a significant difference (𝑝 <
0.0001). In contrast, for Glottolog macroareas we find that North America has
the lowest (𝜇 = −0.38, 𝜎 = 0.86) and South America the highest average (𝜇 =
0.57, 𝜎 = 1.02), with the difference being significant again (𝑝 < 0.0001). The
apparent discrepancy between the rankings of North America derives from the
fact that the rather coarse-grainedmacroareas of Glottolog collapse Mesoamerica
andNorth America into a single category “North America”, whereas themore fine-
grained categorization of AUTOTYP keeps these separate. Note thatMesoamerica,
with the Otomanguean and Mayan languages most prominently represented, has
generally low unigram word entropies. This illustrates the impact of granularity
when geographically grouping together individual languages andwhole language
families.

7.3 Global patterns of entropy

7.3.1 Latitude: the Low-Entropy-Belt

Interestingly, there seem to be geographical patterns of variation in unigram en-
tropies even beyond the level of areas and macroareas, namely, on a global scale.
Figure 7.3 plots 1398 texts of 1195 languages onto a world map by using latitudes
and longitudes per language as provided in Glottolog 2.7.5 It appears that lan-
guages around or just above the equator display systematically lower entropies
than languages further upnorth or further downsouth. This pattern emerges since
most areas around the equator, i.e. Oceania, African Savannah, Mesoamerica and
Southeast Asia (and language families associated with them) have low average
unigram entropies. This global pattern is here called the “Low-Entropy-Belt”. It
reflects the fact that unigram entropy is increasing away from the equator, i.e.
towards higher and lower latitudes. Some preliminary statistical analyses are re-
ported in Bentz (2016).

5 file: Rcode/Chapter7/entropyWorldMap.R



126 | 7 Grouping Factors: Language Families and Areas

-2

0

2

O
ceania

African Savannah

M
esoam

erica

Southeast Asia

N
 C

oast N
ew

 G
uinea

SE South Am
erica

S N
ew

 G
uinea

N
E South Am

erica

Europe

Interior N
ew

 G
uinea

S Africa

Indic

N
 Africa

Andean

Inner Asia

G
reater Abyssinia

G
reater M

esopotam
ia

E N
orth Am

erica
Sc

al
ed

 E
nt

ro
py

 (b
its

/w
or

d)
Area (AUTOTYP)

-2

0

2

N
orth Am

erica

Papunesia

Africa

Eurasia

Australia

South Am
erica

Sc
al

ed
 E

nt
ro

py
 (b

its
/w

or
d)

Macroarea (Glottolog)

Figure 7.2: Unigram entropies grouped by language areas and macroareas. The x-axis gives
AUTOTYP area names (top) and Glottolog macroarea names (bottom). Scaled unigram entropies
are represented on the y-axis. Mean values per area and macroarea are given as black dots
with confidence intervals. Light grey violins outline symmetric density distributions of entropic
values. Individual data points are plotted in grey, with jitter added for better visibility.

A scenario explaining this global pattern is one in which – as a general trend –
language populations around the equator have faced particular ecological condi-
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tions and, as a consequence, evolved subsistence strategieswhich aremore prone
to result inpopulationand language contact. In fact, climatic factors suchasmean
temperature and precipitation emerge as some of the strongest predictors for lex-
ical diversity and morphosyntactic complexity in a recent meta-study (Lewis and
Frank, 2016). However, it is difficult to imagine direct causal links between cli-
matic factors and lexical diversity. Rather, there might be a link between subsis-
tence strategy and prolonged periods of language contact involving adult learn-
ing. Areas such as Mesoamerica, African Savannah, and Oceania seem predes-
tined for such large-scale language contact scenarios, potentially even reaching
back into human prehistory.

At this point, the Low-Entropy-Belt is a statistically significant pattern at a
global scale, which, however, is driven by particular language families and areas
having high or low average unigram entropy. In other words, the pattern holds be-
tween rather thanwithin families and areas (Bentz, 2016). This makes sense given
that very few families actually span latitudes from the equator to the latitudinal
extremes. Further statistical analyses are necessary to disentangle the exact geo-
graphic dimensions – in conjunctionwith family and areal grouping –which give
rise to this global pattern.
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Figure 7.3:World map with unigram entropies. The equator is indicated as dashed grey line.
Scaled unigram entropies are denoted by colour from low (blue) to red (high).
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7.3.2 Altitude: “high” entropy

Another geographic dimension that plays a role for local and global areal effects
is altitude. As argued in Nichols (2013, 2016), the “vertical archipelago” fuels the
creation of so-called linguistic enclaves. Languages spoken in high, ruggedmoun-
tain ranges are less likely to undergo intensive contact than languages in lowland
areas – everything else being equal. In the case of Nakh-Daghestanian languages,
for instance, communities living in the highlands are likely to learn additional lan-
guages in order to establish trade relations on lowland markets. This creates an
asymmetrical contact scenario with influx of highland L2 speakers into lowland
languages, but not the other way around. Nichols (2013) demonstrates that this
contact scenario is associatedwith reduction ofmorphological opacity in lowland
languages, while highland languages retain the original levels.
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Figure 7.4: South American languages and unigram entropies. Subsample of 191 texts and
161 languages categorized as South American in Glottolog 2.7. Scaled unigram entropies are
denoted by colour from low (blue) to red (high).

Though the exact sociolinguistic scenarios deriving from geographic isolation in
high altitudes are likely to differ across languages of the world, the overall effect
on the morphological complexity of languages seems to hold. Apart from the Cau-
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casus area, this is also illustrated for South America, with the Andean region ac-
commodating some of the highest morphological complexity languages on the
continent (Nichols and Bentz, 2018). These findings are based on three measures
relating to morphological opacity, inventory size of morphological markers, and
unigram entropies of parallel texts. The same pattern also emerges in the uni-
gram entropy sample used here. Figure 7.4 zooms into the world map and focuses
on languages categorized as “South American” in Glottolog. In line with Nichols
and Bentz (2018), languages located in, or close to, the Andean area tend to dis-
play particularly high unigram entropies, while languages located further away
from the Andes display lower values. Note, however, that most of the Andean
languages in Bolivia and Peru belong to either the Quechuan or Aymaran fam-
ilies. Again, further statistical analyses are needed to test whether the altitude
effect also holds within these particular families as well as families and areas of
the world more generally.

7.4 Summary

Both language families and areas are grouping factors strongly associated with
variance in lexical diversities. Given the overall range of scaled entropy values
from around –2.5 to 2.5, it is noteworthy that average values per family widely
differ from around –1 (Adamawa-Ubangi, Austroasiatic) to around 2 (Dravidian,
Quechuan). In parallel, average values per area differ from around –0.7 (Oceania)
to 1.7 (Eastern North America). These minimum and maximum mean values dif-
fer significantly from a statistical point of view. This requires taking families and
areas as grouping factors into account when statistically modelling predictors of
lexical diversity.

Apart from families and areas established in databases like AUTOTYP and
Glottolog, geographic factors more generally start to be considered as drivers of
linguistic complexity and diversity. Baechler and Seiler (2016), for instance, is a
collection of articles investigating language variation in the light of isolation. In
future research, there might be more large-scale – and even global – geographic
predictors of linguistic diversity emerging. Latitude and altitude were here briefly
discussed as such.



8 Predicting Lexical Diversity: Statistical Models
Theprevious two chapters discussed explanatory and grouping factors relevant for
the modelling and prediction of lexical diversity across languages of the world.
In short, explanatory factors relate to population characteristics. Three of these
are considered in the current account: population size, L2 speaker percentages,
as well as the status of a language. Grouping factors, on the other hand, relate to
geographic and genealogical clustering,most prominently at the level of language
families and geographic areas. Another potential confound, which was discussed
as language “internal” effect in Section 5.3, is variance between corpora of the
same language, e.g. due to different registers and styles.

In the following, two statistical models are built to establish robust predictors
of lexical diversity: 1) amultiple regression model, taking into account all three ex-
planatory factors in a single model, and 2) a linear mixed-effects model, expand-
ing the model structure to take into account potential variation due to grouping
by families and areas, as well as corpus type. The first model helps to understand
which explanatory factor is most important when overlap in variance explained
with the other factors is given. The second model further establishes whether ex-
planatory factors are still significant predictors after systematic differences be-
tween the grouping levels have been adjusted.

8.1 Multiple regression: combining explanatory factors

Linear regression is a method for predicting values of a given dependent variable
by using values of a second variable – called independent or predictor variable
– assuming a linear relationship between them. In our case, we want to predict
the estimated scaled unigram entropy �̂�scaled of a parallel text (representing a
language) given the value of the predictor variable. The linear regressionmodel is
specified as

�̂�scaled
𝑖 = 𝛽0 + 𝛽𝑥𝑥𝑖 + 𝜖𝑖,

𝜖𝑖 ∼ 𝑁(0, 𝜎2
𝜖), (8.1)

where each 𝑖𝑡ℎ unigram entropy value is predicted by the value of predictor vari-
able 𝑥 assuming a linear relationship with a slope of 𝛽𝑥 (henceforth called coeffi-
cient), and the y-axis intercept of 𝛽0. The prediction error 𝜖 (also called residual
error) is assumed to be normally distributed with mean 0 and variance 𝜎2

𝜖 . Multi-
ple regression follows the same rationale, though integrating multiple predictor
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variables in a single model. Baayen (2008, p. 165-236) and Baayen (2014) further
explains these with linguistic examples. Having several predictors in the same
model gives an indication of whether all the predictors considered are actually
necessary, in the sense of contributing independently to explaining the variance
in a given dependent variable. Here, logarithmically transformed population size
(log(𝑥𝑖)), adult speaker proportions (𝑦𝑖), and language status (𝑧𝑖) are the inde-
pendent predictors. The model is specified as follows.

�̂�scaled
𝑖 = 𝛽0 + 𝛽𝑥 log(𝑥𝑖) + 𝛽𝑦𝑦𝑖 + 𝛽𝑧𝑧𝑖 + 𝜖𝑖,

𝜖𝑖 ∼ 𝑁(0, 𝜎2
𝜖). (8.2)

Thus, the unigram entropy is predicted by the intercept 𝛽0, plus the coefficients
𝛽𝑥, 𝛽𝑦, and 𝛽𝑧, multiplied by the respective values of the predictor variables.
Again, the model assumes normality of the residuals 𝜖𝑖. The crucial statistical
question is whether a given coefficient is significantly different from zero, essen-
tially meaning that the respective predictor significantly contributes to predicting
the value of the dependent variable.

The sample used for multiple regression analysis contains 178 texts of 110 lan-
guages, stemming from 30 families (stocks) and 18 areas. It is constrained by the
number of texts for which unigram entropies, information on all three predictors,
aswell as stock and area information fromAUTOTYP is available. AUTOTYP is cho-
sen here over Glottolog 2.7 as it has finer-grained information on linguistic areas.
In this sample, the range of values of the predictor variables is reduced compared
to the original sample. For example, only seven out of the originally 12 categories
of language status are represented.

The model in Equation 8.21 is fitted to the empirical data using the package
lme4 (Bates et al., 2012) in R (R Core Team, 2013).2 Multiple regression models are
based on several preconditions: linearity, normality of the residuals, homoscedas-
ticity, and absence of multicollinearity. Checks that these preconditions are met
canbe found inAppendix 13. The result of themultiple regression analysis is given
in Table 8.1.

The estimated coefficient of L2 percentage is negative and highly significant
(𝑝 < 0.001). This agrees with the negative Pearson correlation coefficient (𝑟 =
−0.43, 𝑝 < 0.0001) found in Chapter 5. This means that an increase of the pre-
dictor variable (L2%) by exactly one unit corresponds to an estimated decrease
in the dependent variable by 1.7 units. In other words, if a language went from

1 As well as further simpler models involving only subsets of the predictors.
2 file: Rcode/Chapter8/entropyMultiReg.R
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Table 8.1: Results of the multiple regression model.

Predictor Coefficient Estimate SE t-value p-value

Intercept β₀ -0.691692 0.680491 -1.016 0.6195
L2% βy -1.698911 0.273932 -6.202 <0.001 ***
Status βz 0.009587 0.053025 0.181 0.8567
log(PopTotal) βx 0.094451 0.038878 2.429 0.0161 *

R²=0.2054

*** 𝑝 < 0.001; ** 𝑝 < 0.01; *𝑝 < 0.05

0% to 100% adult L2 speakers then we would predict a scaled unigram entropy
decrease of 1.7. This corresponds to roughly 34% of the global unigram entropy
scale from ca. –2.5 to 2.5. To get an impression of the effect size, consider the un-
igram entropy of the PBC in Turkish (tur: 2.08). This is predicted to change into
a value close to Italian (ita: 0.34) if only L2 speakers were learning the language.
Similarly, for English (eng:–0.55) unigram entropy is predicted to change into a
value close to Tok Pisin (tpi: –2.08) given only L2 learners in the population.

The estimated coefficient of language status, on the other hand, is close to
zero and not significant (𝑝 = 0.86). This is in disagreement with the significant
negative Pearson correlation coefficient found earlier (𝑟 = −0.06,𝑝 = 0.02), and
will be further discussed below.

Logged population size has a positive coefficient significantly different from
zero (𝑝 < 0.05). This is again in agreement with the Pearson correlation coeffi-
cient found earlier (𝑟 = 0.17, 𝑝 < 0.0001). The coefficient value of the multiple
regression means that an increase in (logged) population size by one unit corre-
sponds to an estimated increase in scaled unigram entropy by 0.09 units, i.e. 1.8%
of the global entropy scale. As an example, assume a language population would
go from 10,000 to 100,000, i.e. increase by a factor of ten, then the logged increase
would be roughly 2 units, such that we expect an increase in scaled unigram en-
tropy by 3.6% of the global scale. Arguably, this is a very small effect – though
still statistically significant.

Finally, the R² value of the overall multiple regression model is 0.21, mean-
ing that all the predictors together explain 21% of the variance in scaled unigram
entropies. Further analyses of the data reveal that the non-significance of the co-
efficient for language status is probably due to the fact that language status is
correlated with logged population size (𝑟 = −0.54, 𝑝 < 0.0001). This is to be ex-
pected, as languages of higher status, e.g. national languages, have more speak-
ers. As a consequence, population size explains variation in unigram entropies
that overlaps with variation explained by language status and the latter becomes
non-significant.



8.2 Mixed-effects regression: controlling for non-independence | 133

Interestingly, there is no correlation between population size and L2 percent-
age for the currently used sample of languages (𝑟 = −0.07, 𝑝 = 0.38). This
is somewhat surprising, as we might assume that bigger populations also have
more L2 speakers. Given this lack of correlation between population size and L2
percentage, the results suggest that L2 percentage is a much stronger predictor
for scaled unigram entropies than population sizes. However, it is important to
keep in mind that the original sample of 1833 texts and 1217 languages was here
reduced to 178 texts and 110 languages due to data sparsity. This means, in turn,
that the results of the multiple regression are less generalizable than the simple
Pearson correlation analyses.

8.2 Mixed-effects regression: controlling for
non-independence

Due to the strong genealogical and geographical effects on lexical diversity, it is
necessary to modify the multiple linear regression model by including informa-
tion on language families and areas. It has been pointed out in several typological
studies (Dryer, 1989; Jaeger et al., 2011; Bickel, 2013; Cysouw, 2010; Moran et al.,
2012) that grouping at the phylogenetic and geographical level undermines the
independence assumption of individual data points.

Moreover, scaled unigram entropy values are grouped according to corpora.
This is because each data point corresponds to a specific text. Texts, in turn, can
come from threedifferent corpora (PBC,UDHR,EPC) andhencepotentially exhibit
systematic variation in lexical diversity according to register and style.

To take into account non-independence of data points, mixed-effects models
– combining so-called fixed and random effects – have been suggested as a vi-
able method (Bates et al., 2012; Baayen, 2008; Baayen et al., 2008; Barr et al.,
2013; Bates et al., 2015; Baayen, 2014). A mixed-effects model is here applied to
the unigram entropy data using the lme4 package in R again. The sample is the
same as for the multiple regression model, consisting of 178 texts, 110 languages,
30 stocks, and 18 areas. Since language status was not significant in the multiple
regression model, only L2% and logged population size are considered as fixed
effects. Additionally, both random slopes and random intercepts are considered
for grouping factors. Models are built stepwise, starting with the random effects,
adding in fixed effects when the optimal random effects structure is found.3 The
decision of including specific random intercepts/slopes and fixed effects is based

3 file: Rcode/Chapter8/entropyMixedEffects.R
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Table 8.2: Results of stepwise linear mixed-effects regression. Models that improve in terms of
AIC and likelihood ratio tests are marked in bold face.

Fixed Random AIC βy SE t-value p-value R²
intercept slope f‡ f+r

– s† – 468 – 0.23 0.6 – 0 0.7
– s,a – 452 – 0.27 0.3 <0.001 *** 0 0.7
– s,a,c – 451 – 0.33 -0.27 0.06 0 0.73
– s,a sL2% 451 – 0.25 1.43 0.07 0 0.68
– s,a aL2% 453 – 0.26 -0.47 0.16 0 0.71
– s,a slogPop 455 – 0.28 -0.17 0.16 0 0.72
– s,a alogPop 453 – 0.24 1.18 0.24 0 0.68
logPop s,a – 453 0.03 0.03 1.13 0.27 0.004 0.68
L2% s,a – 443 -0.92 0.25 -3.74 <0.001 *** 0.04 0.67

*** p<0.001; ** p<0.01; *p<0.05
† s: stock, a: area, c: corpus
‡ f: fixed effect only, f+r: fixed and random effects

on the AIC as a criterion for model improvement (Baayen, 2014). If the AIC de-
creases by two points or more, then the new model with respective random and
fixed effects is kept. P-values are calculated with likelihood ratio tests which as-
sess whether the new model is significantly better than the preceding model in
terms of goodness of fit. Stepwise model building is necessary, since the “maxi-
mal” model (Barr et al., 2013) with all possible fixed effects included as well as
random intercepts and slopes does not converge. Stepwise model building and
results are illustrated in Table 8.2.

The best model arrived at in terms of AIC (443, see last row of Table 8.2) in-
cludes only L2 percentage as fixed effect and random intercepts by stock and area.
Random intercepts by corpus as well as random slopes by stock, area, and corpus
(for both L2 percentage and population size) do not significantly decrease the AIC,
reflected in p-values of likelihood ratio tests being bigger than 0.05. Inclusion of
logged population size as a fixed effect does not improve the model once the best
random effects structure is found. The specification of the optimal model is

�̂�scaled
𝑖 = 𝛽0 + 𝛽0𝑠 + 𝛽0𝑎 + 𝛽𝑦 𝑦𝑖 + 𝜖𝑖,

𝜖𝑖 ∼ 𝑁(0, 𝜎2
𝜖),

𝛽0𝑠 ∼ 𝑁(0, 𝜎2
𝛽0𝑠

),
𝛽0𝑎 ∼ 𝑁(0, 𝜎2

𝛽0𝑎
),

𝜖𝑖 ⟂ 𝛽0𝑠, 𝛽0𝑎, (8.3)
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where 𝛽0𝑠, and 𝛽0𝑎 are the random intercepts per stock and area. The fixed ef-
fect coefficient we are mainly interested in is 𝛽𝑦, i.e. the linear coefficient of L2
percentage predicting unigram entropy. Again, this coefficient should be signifi-
cantly different from zero. The coefficients of the best model are estimated based
on the Restricted Maximum Likelihood (REML) method. In parallel to the residual
errors 𝜖𝑖, the values of random intercepts are assumed to be distributed normally.
Additionally, the condition in the last line states that the residual errors have to
be orthogonal to the random effects, i.e. uncorrelated. The assumptions for this
mixed-effects model are checked in Appendix 14.

The estimated coefficient associated with L2 percentage ( ̂𝛽𝑦) is negative in
the optimal model (last row of Table 8.2). This is in line with the earlier finding
of a negative Pearson correlation coefficient and a negative multiple regression
coefficient. Thus, the overall trend holds: texts written in languages with higher
L2 speaker percentages tend to have lower unigram entropies. The estimated co-
efficient is ̂𝛽𝑦 = −0.92. One unit increase in L2 percentage is associated with
a 0.92 decrease in scaled unigram entropy. Going from 0% to 100% L2 speakers
we expect a decrease in scaled entropy by around 20% – even after controlling
for the fact that different families, areas, and corpora have higher or lower mean
unigram entropy values.

Table 8.2 also gives R² values per model, i.e. the percentage of variance ex-
plained. This can be assessed for both the fixed effects only (f) and the fixed com-
bined with random effects (f+r) using package MuMin in R (Bartoń, 2015). Gen-
erally, the variance explained is expected to increase when adding random in-
tercepts and slopes to account for grouping structure in the data. Remember that
the R² of themultiple regressionmodel was 0.21, meaning that the fixed effects ex-
plained 21% of the variance in lexical diversities across texts. In the mixed-effects
model, including just random intercepts by stock (simplest model in the first row
of Table 8.2) already increases the variance explained to 70%. This confirms that
stocks carry a lot of information about lexical diversity. In the finalmodel, the vari-
ance explained by the fixed effect (L2 percentage) is 4%, and the overall variance
explained – including random effects – is 67%. Hence, the best model arrived at
here explains around two thirds of the variance in lexical diversities of 178 texts
and 110 languages across the world. This leaves one third of variance to be ex-
plained by other predictors and/or random noise.

In the following sections, the results of the optimal mixed-effects model are
further discussed and interpreted based on diagnostic plots by stocks, areas, and
corpora.
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8.2.1 Visualization by family

The main effect emerging from the statistical models is that L2 speaker percent-
ages predict scaled unigram entropies of texts, even if systematic variation be-
tween stocks and areas is accounted for. A visual way of checking whether this
negative association holds within groups is to facet a scatterplot by the respec-
tive grouping factor. For language stocks (henceforth referred to as families) this
can be seen in Figure 8.1. In the sample used for mixed-effects modelling, 30 lan-
guage families are found. However, only the ones represented by more than five
texts are plotted here. This includes a category “Other” which summarizes all the
remaining families.4
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Figure 8.1: Unigram entropy and L2 speaker percentage by language family. Scatterplots of
the relationship between L2 speaker percentages and scaled unigram entropies faceted by
language family. Family names are given above the boxes. Linear regression models are fitted
per family (black lines) with 95% confidence intervals (transparent grey).

These families differ in terms of intercepts. For example, the intercept with the
y-axis is lower for Austronesian than for Benue-Congo and Semitic. This is the
reason for random intercepts by family improving the mixed-effects models sig-

4 Note that this is a convention for plotting. In the mixed-effects models languages are strictly
grouped by family.



8.2 Mixed-effects regression: controlling for non-independence | 137

nificantly. Notably, the negative slope holds for four of the five family groups (in-
cluding “Other”). A counter-example are Semitic languages, for which the slope
of a linear model is rather positive. However, Semitic has only six members, and
just about makes the criterion of having more than five members. For such under-
represented groups random variation will play a bigger role, and hence variation
in slopes is less meaningful (see also Jaeger et al., 2011). Semitic languages might
be subgrouped under the top-level family or “quasi-stock” of Afroasiatic, rather
than being construed as a separate stock or family (Nichols, 1997).

In fact, only three families are well represented in the sample: Austronesian,
Benue-Congo and Indo-European. All three of these display the negative associ-
ation between L2% and unigram entropy This gives us some confidence that the
effect does not only hold between but also within language families. This is a vi-
sual confirmation of the mixed-effects result that random slopes by family do not
play a role for model improvement. However, this way of viewing the data also
illustrates a limitation, namely, that only few families are well sampled. To make
stronger claims about a universal trend, we need more data for more families.

8.2.2 Visualization by area

A similar scatterplot for language areas is given in Figure 8.2. There are 10 areas
(including “Other”) with more than five members. Here, the texts are distributed
somewhat more evenly across the groups, with African Savannah, Europe, Indic,
Oceania, and SouthAfrica having reasonable sample sizes (bigger than 15). Again,
the negative trend holds in the majority of areas, namely, for all except Greater
Abyssinia (East Africa) and Southeast Asia. This is the reason why random slopes
per area do not improve the model. Random intercepts, on the other hand, im-
prove the model, since they systematically differ between areas.

8.2.3 Visualization by corpus

There are only three corpora and they are hence all well represented in terms of
numbers of texts, though the EPC is much smaller than the other two by a factor
of more than ten. The negative trend clearly holds across all three, while the slope
is steeper for the EPC than for the PBC and the UDHR. Note that the negative re-
lationship between L2 percentage and unigram entropy is particularly strong for
“Standard European” languages, as is evidenced by the relatively steep negative
slopes for the Indo-European family and the area “Europe”. Since the EPC consists
of texts written in these languages, it is not surprising that it exhibits a stronger
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Figure 8.2: Unigram entropy and L2 speaker percentage by language area. Area names are
given above the boxes. Linear regression models are fitted per family (black lines) with 95%
confidence intervals (transparent grey).

negative slope than the other two corpora,which sample fromamuchwider range
of languages. The model improvement by adding random y-intercepts by corpus
is minor (∆AIC < 2) compared to the improvement when random intercepts by
area (∆AIC = 16) are introduced.
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Figure 8.3: Unigram entropies and L2 speaker percentage by corpus. Corpus abbreviations are
given above the panels. Linear regression models are fitted per family (black lines) with 95%
confidence intervals (transparent grey).
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8.3 Summary

To sumup the results of themultiple regression analyses:we can state that – taken
explanatory factors on their own–both L2 percentage andpopulation size emerge
as significant predictors of lexical diversity. As an approximation, increasing L2
speaker percentages from 0% to 100% yields an estimated decrease of unigram
entropy by 34% on the globally covered scale. This is considerable effect, roughly
corresponding to the scaled unigram decrease between Turkish and Italian, or
English and Tok Pisin. For logged population size, on the other hand, there is
an estimated increase in unigram entropy by around 3.6%, which is statistically
significant though small in comparison. Language status is not significant when
combined with the other two predictors in a multiple regression. It is correlated
with population size, thus “losing out” in explaining variance.

In mixed-effects regression analyses, when grouping factors are introduced
bymeans of random intercepts – and thus adjusting for idiosyncrasies of families
and areas – population size also drops out as a significant predictor. In the best
model arrived at by stepwise model building, L2 percentage still has a significant
negative coefficient predicting unigram entropy. The effect size is similar to the
multiple regressionmodel. We predict a 20%decrease in unigram entropy as L2%
goes from 0% to 100%. Furthermore, L2 percentage explains 4% of variance in
unigram entropies, and the overall model 67%.

The variance explained by even the simplest model, with only random inter-
cepts by stock, is already at 70%. Note that this is expected just by virtue of fam-
ilies (and areas) having vastly differing mean unigram entropies, as elaborated
in Chapter 7. In the end, does this mean that population size and L2 percentage
are uninteresting with regards to explaining lexical diversity, since families and
areas covermost of the variance already? To answer this question, we need to take
a step back and consider the conceptual underpinnings of the languages as com-
plex adaptive systems framework again.



9 Explaining Diversity: Multiple Factors
Interacting

The conceptual framework laid out in Chapter 3 views languages as the accumu-
lation of linguistic interactions at a specific point in time, i.e. ℒ(𝑡). These interac-
tions, in turn, are performed by a speaker population 𝒮(𝑡) according to their net-
work competences 𝒩𝒞(𝑡). Linguistic inquiry often focuses either on language in
this usage-based and “externalized” sense or language in a universal competence
sense. In contrast, the CAS model does not necessarily focus on either of these.
Rather, the co-evolution of linguistic interactions and learning preferences is the
subject of study.

From this perspective, itwaspointedout in Section 3.3 that there are three con-
ceptually different levels of explanation: descriptive factors, explanatory factors,
and grouping factors. We might ask: why do Finnish and Hungarian have higher
lexical diversity than English and Dutch? There are three ways of addressing this
question.

Firstly, adescriptive answer highlights the link between information-theoretic
and linguistic concepts. In Section 5.2.4, a tight link between unigram entropy
and productivity of inflectional marking was established. Languages using more
inflectionalmarking, such as Hungarian or Finnish, have higher unigram entropy
than languages using less inflectional marking, such as English or Dutch – ceteris
paribus. This is not so much an answer as a new perspective on the original prob-
lem. It translates the information-theoretic concept of unigram entropy into the
linguistic concept of inflectional marking and constitutes a first step towards un-
derstanding the linguistic phenomena in the light of standard information theory.

Secondly, an answer with reference to grouping factors could be: we know
that Uralic languages have higher average unigram entropy than Indo-European
languages. Hence, Hungarian and Finnish are expected to have higher unigram
entropies than English and Dutch. This circumvents the original question by
opening the synchronic problem to a diachronic, phylogenetic dimension. There
are two interesting problems arising from this. First, we can further askwhyUralic
languages have systematically higher entropy than Indo-European languages. Of
course, this can go on ad infinitum, just pushing the answer to deeper levels of
grouping. Second, there is no a priori reason to assume that lexical diversity has
been stable between Proto-Uralic, Proto-Indo-European and the languages de-
scending from them. In fact, in the case of Romance languages descending from
Latin lexical diversity has systematically decreased across the board (Bentz and
Berdicevskis, 2016).

DOI 10.1515/9783110560107-009
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Phylogenetic relatedness by itself is only a sufficient answer under the as-
sumption of so-called neutral drift, that is, purely randomvariance in frequencies
of forms leading to the structural divergence of languages. As discussed in Chap-
ter 3, only recently have themethods tomodel suchprocesses for natural language
become available (Blythe, 2012; Yanovich, 2016; Newberry et al., 2017; Kauhanen,
2017). More research is needed to understand exactly how much of linguistic di-
versity can be explained by neutral drift and howmuch of it is related to selection
and adaptation to the properties of speaker/signer populations.

Thirdly, explanatory factors, as conceptualized here, relate to the population
of language users and, ultimately, to their network competences, which reflect
particular scenarios of learning and usage. For example, if we could conclusively
show that adult language learning has played amore prominent role in the history
of English and Dutch than in the history of Finnish and Hungarian, then learn-
ing constraints might emerge as part of the reason for lower unigram entropy in
English and Dutch. Arguably, this is also “just” a translation of an information-
theoretic problem into a sociolinguistic and psycholinguistic problem. Crucially,
however, this translation promises to break the circularity of invoking an expla-
nation at the same level (i.e. descriptive to descriptive, or grouping to grouping).
Diachronically speaking, if we can establish a link between changes in ℒ(𝑡) to
changes in 𝒮(𝑡), then we are getting closer to a causal explanation.

This is not to say that studies on descriptive factors and grouping factors are
per se less interesting, or less important than studies on explanatory factors. They
are just conceptually different. Ultimately, a coherent theory of language change
and evolution will elicit how these three levels interact.

9.1 Explanation and grouping

Against this backdrop we can reinterpret the statistical results of the previous
chapter. It was established that both population size and L2 speaker percentages
are significant predictors of lexical diversity when taken on their own. However,
when idiosyncrasies of specific families, areas, and corpora are accounted for,
population size ceases to be significant, while L2 percentage stays significant. The
best mixed-effects model in terms of model fit explained 67% of variance in lexi-
cal diversity, mainly due to strong effects of random intercepts by language family
and area. In comparison, the explanatory factor L2 percentage explained only 4%
of the variance. Does this mean that, after all, the explanatory factors are negligi-
ble?

The answer – in the context of the CAS model supported here – should be
no. Dismissing the effect of L2 percentage and even population size, on the ba-
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sis of family and area variation would be misleading. Namely, this would favour
grouping factors as an explanation over sociolinguistic and psycholinguistic fac-
tors. However, the grouping of lexical diversity on a phylogenetic and geograph-
ical level is in need of explanation itself. Is it the outcome of shallow and deep
historic phenomena relating to population drift and isolation? This could explain
where and when we expect to find certain linguistic features, but not why (Bickel,
2015). The question why has to be answered with reference to either neutral drift
models or explanatory factors reflecting causal theories of learning and usage –
or both.

Instead of replacing explanatory factors with grouping factors in our interpre-
tation of statistical models, we should consider the interaction between them as
informative. Explanatory factorsmight also give us awindow into geographic and
genealogical grouping. Pressures by adult language learning, for instance, might
not only constitute a factor alongside variation between families and areas, but
actually drive the geographic and phylogenetic grouping in the first place. In this
view, differences between and within groups are not just unwanted variation that
we need control for in order to interpret the main effect, but are potentially infor-
mative as to how the main effect caused the grouping in the first place. This line
of reasoning is intimately related to the phenomenon called Simpson’s paradox,
also known as Galton’s problem in evolutionary biology.

9.1.1 Simpson’s paradox in language typology

Simpson’s paradox translated to typology states that a specific effect can hold be-
tween different groups (e.g. families or areas), whilewithin groups the effectmight
not play a role, or even show an inverted pattern (Jaeger et al., 2011; Moran et al.,
2012). In the following, this is illustrated with generated data. Three separate sce-
narios are considered: a) there is a between-group effect, but no within-group ef-
fect, b) there is a within-group effect, but no between-group effect, and c) there is
both a within-group and a between-group effect.1

Scenario A: between-group effect only
For five independent groups 𝑥 (predictor) and 𝑦 (dependent) variables are gen-
erated by drawing 100 numbers randomly from a Gaussian normal distribution
with differing means. In this scenario, there is no correlation between 𝑥 and 𝑦
values within the five groups. However, due to systematic differences in mean 𝑥

1 Rcode/Chapter9/simpsonsParadox.R
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and 𝑦 values per group there is a strong negative correlation between groups (see
Figure 9.1 left panel).

Fitting a linear regression model through all the data points (black dashed
line) yields a negative coefficient (slope) that is strongly significant ( ̂𝛽lm = −0.89,
𝑝 < 0.001). However, if we fit a linear mixed-effects model with random inter-
cepts per group to the data, then the coefficient is not significant anymore ( ̂𝛽lme =
−0.01, 𝑝 = 0.82). Due to the generated structure of the data, there is a strong
between-group effect, but nowithin-group effect at all. This is reflected in the ceas-
ing significance of the slope coefficient when random intercepts are introduced.

In a nutshell, the mixed-effects model takes into account non-independence
ofmeasurements by virtue of adjusting the respective intercept of eachgroup. This
can be seen by looking at the so-called Best Linear Unbiased Predictors (BLUPs)
of the mixed-effects model. In the case of group 𝐴 this is 3.96, meaning that the
intercept of this group is adjusted downwards by circa 4 points on the y-axis. In
comparison, the BLUP for group 𝐸 is –3.96, meaning that this group is adjusted
upwards by circa 4 points. The same is done for the other groups. This way all
groups endup at intercepts of around 6 and the negative coefficient across all data
points ceases to be significant. Formathematical details and further examples see
also Baayen et al. (2008).
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Figure 9.1: Illustration of Simpson’s paradox. Simulated data for a predictor (x-axis) and a de-
pendent variable (y-axis) in three different scenarios. Groups are indicated by different colours.
Linear model lines are plotted across all data points (black dashed) and for each group sepa-
rately (coloured lines).

Scenario B: within-group effect only
The simulation procedure is here the same as for Scenario A, except that there is
now a correlation of -0.5 seeded into the 𝑥 and 𝑦 values within each group, while
the mean y-values for all groups are the same (i.e. 𝜇 = 5, see Figure 9.1 middle
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panel). Fitting a linear regression model through all data points yields a small
but significant negative coefficient ( ̂𝛽lm = −0.06, 𝑝 < 0.001). In this case, the
coefficient is still significant after random intercepts are introduced in a mixed-
effects model ( ̂𝛽lme = −0.49, 𝑝 < 0.001). In fact, the estimated coefficient is
now very close to the correlation coefficient originally seeded into the groups.

Scenario C: within-group and between-group effect
In the last scenario, there is a correlation of -0.5 seeded into the 𝑥 and 𝑦 values
within each group and the mean y-values for all groups are different (see Fig-
ure 9.1 right panel). As a result, the linear regression model yields a significant
negative coefficient ( ̂𝛽lm = −0.94, 𝑝 < 0.001) and the coefficient is again signif-
icant and close to the seeded correlation coefficient in the mixed-effects model
( ̂𝛽lme = −0.51, 𝑝 < 0.001).

Imagine Scenario A underlies our actual data with groups being families. If we
went with an interpretation solely based on significance of the fixed effect in the
mixed-effects model, then we would conclude that there is no interesting pat-
tern to be observed, since the negative association does not hold within families.
However, clearly, the fact that there is systematic between-family variation, i.e.
that family means of the dependent variable are negatively correlated with group
means of the predictor variable, is still in need of explanation. As a consequence,
changes in the significance of the fixed effect due to adjustments by random in-
tercepts and slopes, at least when applied to typological data, do not imply that
the main effect is not interesting anymore, or not “in need of explanation”. In
fact, as long as there is no conclusive alternative hypothesis as to why the means
by group differ, it is valid to consider the fixed effect examined in the model as a
reason for the grouping in the first place (see also Jaeger et al., 2011, p. 296).

To go back to the empirical data: Indo-European languages have a higher
mean L2 percentage (𝜇IE = 0.31) than Uralic languages (𝜇Uralic = 0.02)2 and
lower unigram entropy (𝜇IE = 0.26 versus 𝜇Uralic = 1.12). So there is systematic
between-group variation. If we had only these two families in our sample and we
adjusted for differences in mean unigram entropy, then the overall effect might
cease to be significant. Still, it is viable to conjecture that the systematic between-
group differences are related to Indo-European languages on average experienc-
ing more pressure from adult language learning, while Uralic languages might
have a history of native language transmission. Whether or not these effects also
show up within a given family is driven by a multitude of further factors.

2 Though this sample only contains Hungarian and Finnish.
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For example, language change phenomena often have an S-shaped, non-
linear character (Blythe and Croft, 2012). This seems to be reflected also in change
allegedly caused by adult learning pressure (Bentz and Winter, 2013, p. 12). It is
conceivable that changes in L2 percentage are not effective until a certain thresh-
old is exceeded. For example, Bentz andWinter (2013) illustrate that there is a sud-
den drop in the likelihood of having a morphological case-marking system once
languages pass the threshold of 50% L2 speakers. Note that Uralic languages in
our sample are far below this threshold, with 2% L2 speakers on average, whereas
Indo-European languages (31%) are closer to it. Some Indo-European languages
like Afrikaans (65%) and English (52%) exceed the threshold, while others like
Polish (8%) and Romanian (13%) clearly stay below. As a consequence, there is
alsomore deviation in L2 percentagewithin Indo-European languages (𝜎 = 0.18)
than between the two Uralic languages Hungarian and Finnish (𝜎 = 0.01). Given
these differences, it makes sense that the likelihood to observe a within-family
effect is higher in Indo-European than in Uralic.

Overall, this suggests that a lack of within-group variation does not diminish
the necessity to explain between-group effects. The same mechanism of change
might have been at play within groups, but to different degrees and potentially
also at different times in the history of a language family or area. This directly
links to another important caveat: the problem of time depth.

9.2 Lexical diversity through time

The parallel texts and the information on language populations used here repre-
sent synchronic data. Parallel texts such as the UDHR, PBC and EPC reflect lan-
guages as they are now and resources such as the Ethnologue only give recent
numbers of L1 and L2 speaker populations. Hence, the above results of multiple
andmixed-effects regressions are a cross-section of diachronic processes. A viable
question is if and how these synchronic results extrapolate back in time.

Modern versions of glottochronology are a quantitative way of estimating
time depths of splits in language family trees. There are different flavours depend-
ing on the data (e.g. Swadesh lists, cognate judgements) and the methods used
(e.g. Bayesian, Maximum likelihood, etc.). All of these accounts are controversial
within the traditional comparative community, mainly because some of the sim-
plifying assumptions underlying automated methods, for example, constancy of
change rates, are at odds with observations from actual language history. Also,
for the Indo-European language family it has been shown that different sets of
cognate data and different tree priors in Bayesian analyses give diverging results
for the earliest splits. These range from circa 8000-9500 BP (Gray and Atkinson,



146 | 9 Explaining Diversity: Multiple Factors Interacting

2003; Bouckaert et al., 2012) to circa 6500-5500 BP (Chang et al., 2015; Rama,
2016). Thus, time depths based on the currently available automated methods
have to be taken as crude approximations.

With this caveat in mind, some glottochronological studies are briefly re-
viewed here, particularly the ones relevant to the question how stable language
populations are over time. The comparative data needed for such estimations
is available via databases such as the Automated Similarity Judgement Program
(ASJP, Wichmann et al. 2013). This project has collected Swadesh lists of 40 to 100
lexical items per language for more than 4000 languages. Given lists of base vo-
cabulary, edit distances between languages can be calculated. The edit distance
(per word) is the minimum number of changes necessary to turn a word in one
language into the conceptually equivalent word in another language. This metric
is also referred to as Levenshtein distance. Furthermodifications to account for dif-
ferent word lengths and synonyms yield the normalized and divided Levenshtein
distance (LDND) (Holman et al., 2008).

The idea of modernized glottochronology (Holman et al., 2011; Wichmann
et al., 2008; Serva and Petroni, 2008) is that LDNDs betweenword lists for any two
languages give an indication of the time of divergence since their last common an-
cestor. For example, averaging across Indo-European language pairs Serva and
Petroni (2008) argue that the time depth of the Indo-European family is propor-
tional to the logarithmically transformed inverse of the LDND and estimate it to
circa 5500 years BP, thus being roughly in linewith some of the Bayesian accounts
(Chang et al., 2015; Rama, 2016). Holman et al. (2011) apply the LDND method
across language families of the world and estimate the time depths of the earliest
splits. These are shown to approximate dates given based on other sources, such
as archaeological, epigraphic (i.e. based on inscriptions), or historical data.

Crucially, Wichmann and Holman (2009) model the average ratios of popu-
lation sizes (for pairs of languages within a family) as a function of the average
LDNDs. This relationship can be used to estimate how far back in time popula-
tion ratiosmight extrapolate. They show thatmeanpopulation ratios between lan-
guages of the same areas (Africa, Eurasia, Australia, New Guinea, and the Amer-
icas) extrapolate into the past (with diminishing accuracy) by several thousand
years (Wichmann and Holman, 2009, p. 267). Of course, population sizes – and
specifically L2 speaker percentages – of particular languages can drastically fluc-
tuate over time due tomigration, expansion and trade. For example, the immense
speaker populations of English and Spanish today are largely due to expansions
of the British and Spanish empires in the last circa 500 years. These are extreme
cases of growth in a relatively short amount of time. However, across a sample of
dozens of Indo-European languages, such fluctuations average out and pairwise
ratios of speaker populations are stable over hundreds of years, or evenmillennia.
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What about the diachronic stability of lexical diversity as measured on the
basis of parallel texts? One way of getting an impression of diachronic stability is
to estimate so-called phylogenetic signals. Assumewe have a phylogenetic tree for
a given language family (built on cognate data or other lexicalmaterial) and a trait
value per language represented on the tips of the tree (lexical diversity values in
our case). Phylogenetic signal reflects howwell these trait values fit the phylogeny
under a given evolutionary process (e.g. Brownian motion). There is a range of
phylogenetic signal metrics reviewed in Münkemüller et al. (2012). One of them,
Pagel’s 𝜆 (Freckleton et al., 2002; Pagel, 1999), was used in Bentz et al. (2015)
to estimate phylogenetic signals of lexical diversities. 𝜆-values can range from
zero to one. 𝜆 = 0 indicates a general mismatch between the phylogeny and the
empirical trait values, while 𝜆 = 1 indicates that lexical diversities of languages
follow the expectations given the phylogenetic tree. In terms of time depth,𝜆 = 1
might indicate that lexical diversities extrapolate back to early splits on the tree,
while in the case of 𝜆 = 0 there is no evidence that they extrapolate back at all.

Phylogenetic signal analyses are performed in Bentz et al. (2015) for lexical
diversities within the Indo-European, Austronesian, and Bantu (Atlantic-Congo)
families. It is shown that unigram entropies have relatively strong phylogenetic
signals, with Austronesian languages having the strongest signal (𝜆 = 1), fol-
lowed by Bantu (𝜆 = 0.85) and Indo-European (𝜆 = 0.64). This suggests that
– as a general trend – lexical diversities of extant languages still reflect splits of
considerable phylogenetic depth, i.e. hundreds or thousands of years ago.

A disadvantage of the phylogenetic signal method is that the analyses are
again based on synchronic data and only indirectly infer diachronic pathways
of change based on simplifying assumptions, such as constant rates of change
in a Brownian motion model. Deviations from strict Brownian motion are going
to be reflected in phylogenetic signals. However, inferring the exact underlying
evolutionary model from phylogenetic signals is currently difficult to impossible
(Revell et al., 2008). As a consequence, we need further independent evidence to
corroborate how stable lexical diversities are over time.

Another, more direct way of measuring the diachronic stability of lexical di-
versities is to harness historical corpora. In Bentz et al. (2014), lexical diversity
is analysed by applying type accumulation curves and Zipf-Mandelbrot parame-
ters to translations of the Book of Genesis into Old English and Modern English.
This study measures a decrease in lexical diversity of 23% between the two peri-
ods. This is further shown to be related to the loss of nominal case marking and
verbal inflections. For example, while the lemma land ‘land/country’ occurs with
dative (land-e) and genitive (land-es) inflections in the Old English text, in Mod-
ern English it occurs bare of these markers. The loss of inflected word types thus
significantly reduces the lexical diversity of Modern English compared to its an-
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cestor of around 1000 years ago. Note that other Germanic languages are more
conservative in this regard. For instance,ModernGermanpreserves the genitive in
des Landes and the dative (though increasingly sounding archaic) at least in writ-
ten language, e.g. auf dem Lande. Trudgill (2011) gives an extensive discussion of
morphological changes in further Germanic languages and argues that different
patterns of preservation and loss are related to pressures from adult learning and
usage.

In a more recent study, word unigram entropies are compared for another
branchof the Indo-European family: Romance languages (Bentz andBerdicevskis,
2016). In particular, parallel texts in Modern Romance varieties are compared to
a Classical Latin translation. Of course, Classical Latin as handed down to us
by famous Roman scholars and poets is a conservative written variety that only
indirectly reflects the spoken Vulgar Latin that evolved into Modern Romance
languages (Herman, 2000). Nonetheless, it is informative to assess how lexical
diversity has changed from written Latin to written Modern Romance. An exam-
ple for the loss of morphological elaboration similar to the Old English to Modern
English scenario is given in Figure 9.2.
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Figure 9.2:Word types of the lemma for ‘brother’ in Classical Latin as well as Modern Romance
translations of the Bible. Types (x-axis) are ordered by their token frequency (y-axis).

In the Classical Latin translation, the lemma frater ‘brother’ is inflected for case
and number,3 thus creating a wide range of word types with relatively low token
frequencies. In comparison, in Italian, French and Spanish there is only a distinc-
tion between singular and plural,4 and the two respective word types occur more

3 The addition of -que in the two lowest frequency forms is an enclitic indicating the coordinating
conjunction ‘and’, rather than a case or number inflection. However, it qualifies as being part of
a word type by using the criterion of white spaces in writing.
4 In French, the distinction is onlymaintained in writing, the pronunciation is the same for both
forms.
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frequently. As a general trend, we get longer-tailed distributions of token frequen-
cies over word types for Classical Latin than for Modern Romance languages. This
is also reflected in unigram word entropies (Figure 9.3). The Latin text has an en-
tropy of around 10.5 bits/word compared to around 9.5 bits/word for the Romance
varieties analysed in Bentz and Berdicevskis (2016). Moreover, using lemmatiza-
tion tools as discussed in Chapter 5, it is shown that the reduction of lexical di-
versity between Latin and the Romance languages is largely due to differences in
inflectional marking. Namely, around one bit of information originally encoded
in Latin inflections is lost – or replaced by other coding strategies such as word
order – in Italian, French and Spanish.
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Figure 9.3: Estimated unigram word entropies for Latin and Modern Romance languages based
on the Parallel Bible Corpus. The x-axis gives ISO codes for Latin (lat), Italian (ita), Romanian
(ron), French (fra), Portuguese (por), Catalan (cat), and Spanish (spa). In some cases, several
translations are available for the same ISO code. Mean values are then given with 95% confi-
dence intervals.

Thus, in the roughly 2000 years since the expansion of the Roman empire, the
Vulgar Latin varieties which evolved intoModern Romance languages lost around
one bit of information formerly stored in inflectionalmarkers and hence 10 to 15%
of their lexical diversity. Again, it has been conjectured that this is related to the
“recruitment” of substratum adult learners in the various outposts of the Roman
empire (Herman, 2000; Bentz and Christiansen, 2010).

Overall, the population ratio analyses of Wichmann and Holman (2009) and the
phylogenetic signal analyses of Bentz et al. (2015) suggest that both population
structure and lexical diversity are preserved over hundreds or even thousands of
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years – across the board. Given some well-documented cases, e.g. the develop-
ment from Old English towards Modern English or from Latin towards Romance
languages, we can observe change in lexical diversity in “real time”. These ex-
amples illustrate that lexical diversity can drop considerably within centuries or
millennia. Such rapid changes, however, are likely related to extreme examples
of social upheaval and change.

Thus, the results of statistical analyses in Chapter 8, which associate syn-
chronic population datawith synchronic linguistic data are not confined to a shal-
low interpretation in the here and now, but reflect past language change. This has
particularly interesting implications for the interpretation of the mixed-effects re-
sults. Namely, it suggests that within-family effects are only detectable given cer-
tain preconditions: a) enough time-depth for the effects of adult learning to be-
come reflected in language structure, but also b) not too much time-depth in or-
der for the phylogenetic signals of lexical diversity and L2 percentage to still be
reflected in synchronic data.

For example, let us assume the Indo-European family indeedhas a timedepth
of circa 6000 years BP as argued by some of the studiesmentioned above. For this
particular family we find the negative association between L2 percentage and uni-
gram entropy (see Figure 8.1). This is due to big Indo-European languages such as
English, Spanish, French and German having relatively many adult learners and
relatively low entropies, compared to smaller languages such as Icelandic, Lithua-
nian and Latvian, which have low numbers of adult learners and high entropies.
As pointed out above, the “recruitment” of L2 speakers in the big languages has
largely happened in expansions over the last couple of centuries or millennia at
most.Within this time-frame, the lexical diversity of someGermanic andRomance
languages has changed considerably. Thus, in the evolution of Indo-European lan-
guages, different favourable factors coincide and allow us to detect within-family
variation in synchronic data.

In sum, this suggests that synchronic data on language and population struc-
ture are not necessarily “shallow”. Instead, they can extrapolate back in time for
hundreds and thousands of years. The question for mixed-effects analyses is then
whether within-group variation is preserved at time-depths where effects are still
detectable.

9.3 Multiple Factor Model

Explaining lexical diversities of languages around the world requires an under-
standing of the interplay between explanatory factors and grouping factors. Only
this enables us to give causal answers to the questionwhy specific languages score
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higher or lower on this measure. Ultimately, the question boils down to asking
how learning and usage patterns came to be reflected in language populations at
large and how they perpetuated through time to shape patterns of groupings at
different geographical and genealogical levels.

In the actual statistical modelling we have generally not included descriptive
factors as outlined in Chapter 5. An exception is the consideration of variation
between registers and styles by means of having random intercepts by corpus.
In theory, we could have considered further descriptive factors, such as scripts
and word-formation patterns, as predictors in the model. Given the results of
Section 5.1 and Section 5.2 it is clear that different scripts and different word-
formation patterns are linked with lexical diversity. Namely, it was shown that
scripts can change unigram entropies by around 10-15% (in extreme cases) and
inflectional marking by 55% across 19 languages. Hence, it is to be expected that
the degree of inflectional morphology will be a strong predictor of lexical diver-
sity across languages. Cross-linguistic information on morphological marking
strategies could be taken from databases like the WALS (Dryer and Haspelmath,
2013). However, conceptually it is problematic to put such language “internal”
predictors into a statistical model alongside explanatory predictors, since they
compete for variance explained, albeit at different levels of explanation.

For example, it is to be expected from studies such as Lupyan and Dale (2010)
andBentz andWinter (2013) that L2 speaker percentages are correlatedwith quan-
titative measures of morphological “complexity”, such as the number of nomi-
nal case markers or inflectional marking of tense, mood and aspect on the verb.
Hence, variance explained by L2 percentage will overlap with variance explained
by indicators of morphological complexity. This means they are not independent
predictors. Instead, higher numbers of adult learners are most likely part of the
reason for lower morphological complexity (Lupyan and Dale, 2010; Bentz and
Winter, 2013, 2012). Again, this is not to say that systematic links between descrip-
tive factors and lexical diversity are not worth exploring. On the contrary, such
analyses can further elicit the exact mechanisms that link explanatory factors
with lexical diversity.

Overall, the research agenda emerging from the CAS model is to establish
links between explanatory factors at the population level – and ultimately at the
level of individual learning and usage patterns – and quantitative measures of
linguistic structure. Descriptive factors can further help to disentangle the mech-
anisms underlying the co-evolution of population structure and language struc-
ture. Grouping factors then reflect the pathways of this co-evolution in the shal-
low and deep past. A schematic depiction of this research agenda, with the links
established in previous studies is found in Figure 9.4.
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The figure lists the explanatory and descriptive factors considered to date.
Links are drawn with different types of arrows depending on whether there is
strong evidence for a link (unbroken arrow) or an alleged link with some support
(dashed).

Figure 9.4: Interaction of descriptive and explanatory factors. Descriptive factors are here rep-
resented language “internally”, i.e. inside the grey circle. Explanatory factors are represented
“externally”, i.e. outside the circle. The links between explanatory and descriptive factors, as
well as the links between descriptive factors and lexical diversity are indicated by arrows ac-
cording to the strength of connection (medium: dashed, strong: unbroken).

With regards to population size, some limited evidence for a link with lexical di-
versity has been uncovered in the current study. There is a significant positive
Pearson correlation (Section 6.1) and a small but significant positive coefficient
in the multiple regression (Section 8.1), which ceases to be significant when ran-
dom intercepts and slopes by family and area are introduced. We are thus dealing
with an effect that differs considerably between families and areas. Furthermore,
population size is correlatedwith language status.Hence, population size and lan-
guage status are not two separate predictors, but rather share the same link with
lexical diversity. In the literature, Sinnemäki (2009) establishes a link between
population size and the inflectional marking of core arguments and Lupyan and
Dale (2010) argue for a link between population size and morphological complex-
ity more generally. This is indicated by an unbroken arrow between population
size and inflection in Figure 9.4.

Interestingly, the results byLupyanandDale (2010) actually predict anegative
correlationwith lexical diversity, not a positive one as found here. Namely, in their
study, bigger populations are correlated with less inflectional marking, and less
inflectional marking is expected to result in lower lexical diversity (Section 5.2.4).
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In contrast, the relationship between population size and lexical diversity found
here is positive (Section 6.1), i.e. bigger populations are associated with higher
lexical diversity. These partly contradictory results might be due to differences
in the language samples used, or due to genuine differences in the mechanisms
linking population size with lexical diversity.

For example, Bromhamet al. (2015) illustrate for 20Polynesian languages that
population size is positively correlatedwith the rate bywhich languages gain new
words. Interestingly, this effect is argued to be independent of loanword borrow-
ing. If this trend extrapolates across languages, it could drive a positive associa-
tion between population size and the size of basic vocabularies: bigger popula-
tions would be expected to have bigger basic vocabularies and hence higher lex-
ical diversity (everything else being equal). This might counterbalance the nega-
tive effect of reduced morphology on lexical diversity.

Hence, there might be multiple, competing effects linking population size
with lexical diversity, ranging from extension of the base vocabulary to inflec-
tional marking strategies. Another, rather stylistic effect, can also not be conclu-
sively excluded: for corpora like the UDHR and PBC it seems likely that a consid-
erable proportion of the religious and legal vocabulary is not directly translatable
into smaller languages whose speakers do not deal with such concepts. In these
cases, translators are likely to repeatedly use periphrastic constructions built on
the lexical material available in the language. Such circumscription of abstract
concepts might, in turn, decrease the lexical diversity of the translations.

Language status “loses out” on population size in the multiple regression
model, while the simple Pearson correlation is negative and just about significant.
Given the coding of the data, this means that higher status is linked with higher
lexical diversity. However, there is, to my knowledge, currently no theoretical ex-
planation for a link between language status and lexical diversity in the literature.
Since population size and language status share explained variance, the alleged
links given for population size seem valid for language status too. Namely, it is
conceivable that language status is reflected in lexical diversity via the vocabu-
lary used in the parallel texts. Languages of “high” status (remember that status
is here defined on an endangerment scale and not necessarily equivalent with
higher social status), such as national languages, probably have a wider vocabu-
lary at their disposal to encode specialized information about legal (UDHR) and
religious matters (PBC), as compared to local languages used for genuinely differ-
ent purposes.

Finally, adult language learning, as reflected in L2 percentages, emerges as a
strong predictor of lexical diversity, both in the multiple regression (Section 8.1)
and in the mixed-effects regression (Section 8.2) models. Though in the latter
the significance is reduced. This means that the effect largely – but not entirely
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– holds between and within different levels of grouping. Thus, languages with
higher numbers of adult learners tend to be those with lower lexical diversity.
The size of this effect is moderate to strong considering that going from 0% L2 to
100% L2 speakers predicts a decrease in unigram entropy by 37%.

A link between reduced inflectional marking and imperfect language learn-
ing by adults is established in both qualitative (Kusters, 2003; McWhorter, 2007;
Wray and Grace, 2007; Bentz and Christiansen, 2010; Trudgill, 2011) and quan-
titative studies (Lupyan and Dale, 2010; Dale and Lupyan, 2012; Bentz and Win-
ter, 2012, 2013, 2014). Moreover, it was shown here that inflectional morphology
has a strong impact on lexical diversity (Section 5.2.4). Thus, the link between L2
percentage and lexical diversity via inflectional marking is well supported. It is
conceivable that there are further links involving derivational morphology, com-
pounds and clitics, since all of these can change lexical diversity. Besides sim-
plification of morphology due to imperfect learning by adults, the borrowing of
loanwords is also a well-known phenomenon in contact linguistics (Thomason
and Kaufman, 1988). Borrowing of vocabulary could have a positive effect on lex-
ical diversity and counterbalance the reduction caused by the loss of inflectional
morphology in certain contact scenarios.

Note that there has been no link established so far between any of the ex-
planatory predictors and scripts. There are certainly ways in which population
size, language contact and language status interact with the rise and fall of script
types. However, these links were not a topic of the current study.

The other way around, there is some evidence that population size and lan-
guage contact have an impact on base vocabulary, but no direct link between ba-
sic vocabulary and lexical diversity has been established. This is because it is no-
toriously hard tomeasure the difference that an expansion of the basic vocabulary
would have on lexical diversity, abstracting away from all word-formation pat-
terns. In order to measure this effect we would have to neutralize all inflections,
derivations, compounds, clitics, and other structural features beyond these (e.g.
tone) in a parallel corpus. There is currently, to my knowledge, no computational
tool which would consistently achieve this across a range of languages.

Of course, there are many more descriptive, explanatory, and grouping fac-
tors that havenot been considered in the current account. For example, another in-
teresting descriptive property of languages is the systematic relationship between
the lengthofwords and their frequencies (Zipf, 1949; Piantadosi et al., 2011; Ferrer-
i-Cancho et al., 2015; Bentz and Ferrer-i-Cancho, 2016) or the shapes of spectro-
grams of languages indicating the rate of repetition of information (Moscoso del
Prado, 2011). There are also further explanatory factors relating to language learn-
ing, usage, and attitude, which coould be explored in future studies. For example,
whether a language is taught in school or not and whether a language is written,
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spoken, or both. Finally, geographical grouping can go beyond language areas,
namely extending to whole latitudinal and longitudinal bands, or climatic zones.
For further reference, a meta-study by Ladd et al. (2015) reviews the available cor-
relational studies looking at language “internal” and “external” factors.

9.4 Summary

To summarize, when interpreting multiple regression and mixed-effects regres-
sion results, it is important to keep track of the conceptual underpinnings re-
flected in the predictor variables. On one hand, descriptive factors are helpful
to understand what exactly is different between languages, both in information-
theoretic and linguistic terms. Explanatory factors, on the other hand, are a
first step to establish causal links between the linguistic structures in focus and
the learning and usage patterns shaping them. Grouping factors are then a syn-
chronic reflection of diachronic changes in linguistic structure. Different levels
of grouping are indicative of the co-evolutionary pathways that explanatory and
descriptive factors have taken. Hence, instead of viewing all three types of fac-
tors as equivalent and competing for variance explained, they should be teased
apart. Disentangling the mutual dependencies between descriptive, explanatory
and grouping factors sheds new light on how the diversity of language structures
found across the world evolved.



10 Further Problems and Caveats
The core part of this book was to establish statistical associations between
information-theoretic properties of languages, on one hand, and characteris-
tics of the populations using them, on the other. Lexical diversity was chosen
to be modelled and explained. The predictors of main interest were population
size, second language learner percentages, and language status. The statistical
links between these predictor variables and lexical diversity can be seen as syn-
chronic reflections of the co-evolutionary pathways that language structure and
population structure have taken. However, to get the full picture of how and
why languages evolve in certain directions, population characteristics have to be
translated into biases of language learning and usage. We need to understand
why certain historical scenarios have certain effects on lexical diversity, while
others have opposite effects, or no effects at all. Hence, an important psycholin-
guistic question is how lexical diversity relates to language learning in children
and adults. While an exhaustive overview of all the literature that has been writ-
ten on the topic goes beyond the scope of this book, Section 10.1 sketches some
of the core findings relevant.

Furthermore, the concept of lexical diversity is based on the assumption
that word tokens and types exist as meaningful units of information encoding.
Clearly, there are limitations to this account. Firstly, the structure and distribution
of words can change over time within the same language. For example, when pro-
cesses of grammaticalization blur the boundaries between free and bound lexical
material, such that formerly independent tokens merge to built new word types.
A brief note on grammaticalization is given in Section 10.2. Secondly, information
encoding in natural languages certainly happens “beyond words”. This can be
interpreted in two senses: firstly, it refers to other structural levels, e.g. phonemes,
morphemes, phrases. More generally, it also hints at the fact that language is em-
bedded in a rich array of multi-modal perceptions and our general knowledge of
theworld. Information-theoretic accounts have sometimes been accused of trying
to exclude this aspect of language by solely focusing on the code and ignoring its
meaningful interpretation. However, as has been pointed out in Chapter 4, this is
not necessarily the case. Issues relating to information encoding “beyond words”
are further discussed in Section 10.3.
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10.1 Language learning and lexical diversity

Lexical diversity is definedas thedistribution ofword token frequencies overword
types. Given constant content, a language with fewword types and high token fre-
quencies has low lexical diversity and a language with many types and generally
low token frequencies has high lexical diversity. The unigram entropy based on
Shannon’s definition is used throughout this book to measure these differences
in word frequency distributions. To get an intuition of the potential repercussions
on language learning consider the following thought experiment.

In a treatise onWord and Object, Willard van Orman Quine has famously de-
scribed the problemof translating fromone language into anotherwith a parabola
about a fictitious language – in the following referred to asQuinean. Imagine a lin-
guist joins a speaker of Quinean for a hunt in the woods. Suddenly a rabbit runs
past and the Quinean speaker utters “gavagai” (Quine et al., 2013, p. 25). Accord-
ing to Quine’s rationale, it is impossible to determine exactly what this utterance
means and translate it perfectly into English – or any other language for that mat-
ter. It couldmean ‘rabbit’, or ‘look over there’, or ‘there is a light brown rabbit run-
ning towards the east’, or any other of an infinite number of potential meanings.
The linguist can narrow down the meaning by using a battery of tests usually em-
ployed by fieldworkers, but any further inquiry ultimately faces the same issues
of interpretability which hamper a one-shot-interpretation in the first place.

10.1.1 Learnability vs. expressivity

Examine this example from an information-theoretic point of view. First, assume
that speakers of Quinean just utter gavagai in regular time intervals, completely
independently of what is happening around or inside of them. In a corpus of this
language, we would find that they use this single word type over and over again.
Its token frequency would be maximal, i.e. equivalent to the overall number of
tokens uttered. In this type of Quinean, there is no choice for the speaker and
hence no uncertainty for the hearer. As a result, there is no information encoding
potential. Gavagai could mean anything and hence means nothing. This version
of Quinean has zero unigram entropy.1 Let us call this version of the language
Minimum Entropy Quinean (QuineanMin).

In contrast, imagine that Quinean is an extremely expressive language.
Namely, there is a specific word type for any conceivable concept. Gavagai actu-

1 Though if the speaker can choose between uttering gavagai and not uttering it, then it carries
a maximum of one bit of information.
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ally means ‘there is a light brown rabbit running towards the east’, while govagai
means ‘there is a dark brown rabbit running towards the east’, and govataimeans
‘there is a dark brown rabbit running towards the west’, and so on. In a corpus
of this version of Quinean, there is likely a high number of different word types
encoding even minor shades of meaning. In the theoretical maximum case, the
number of word types is equal to the overall number of tokens, i.e. each word
type would only occur once as a hapax legomenon. This language would have
maximum information encoding potential at the level of words.2 Let us call this
Maximum Entropy Quinean (QuineanMax).

Now, to learn QuineanMin wemerely have to remember the word type gavagai
and utter it regularly. Purely in terms of memory storage and retrieval, it is maxi-
mally learnable. In contrast, to learn QuineanMax we have to remember a panoply
of word types – a potentially infinite number – and how to match them onto the
corresponding concepts. This makes it minimally learnable, or, in fact, genuinely
unlearnable. In theory, there is an inverse relationship between entropy and learn-
ability – at least in terms of memory storage. Minimum entropy corresponds to
maximum learnability andmaximum entropy corresponds tominimum learnabil-
ity.3

Another term sometimes used in this context is compressibility. A corpus of
QuineanMin is highly compressible, since the word type gavagai only has to be
stored once and every token can be replaced by a pointer to the storage location of
the type, rather thenbeing stored separately. A corpus ofQuineanMax, on the other
hand, is incompressible at the level of words, since every word type, e.g. gavagai,
govagai, govatai, etc. is unique and has to be stored separately.4 Thus, QuineanMin
is highly learnable, compressible, but not expressive, while QuineanMax is hard to
learn, incompressible, but highly expressive.

The evolutionary trade-off between these competing pressures has beenmod-
elled computationally and tested experimentally (Kirby et al., 2008, 2015; Tamariz
and Kirby, 2015). Tamariz and Kirby (2015), for instance, argue that the compress-
ibility of drawings is the outcome of learning pressure over several generations
of cultural transmission. In Kirby et al. (2008), it is shown experimentally that
human participants are inclined to reduce the number of different word types

2 The exact entropy value will depend on the number of types/tokens.
3 Though see also Takahira et al. (2016) for another information-theoretic conceptualization of
“learnability”.
4 Standard compression algorithms are based on character encodings, rather than whole word
encodings. Hence, they would further compress the QuineanMax corpus in this example. For in-
stance, by harnessing the fact that all these word types end in -ai, which is redundant informa-
tion.
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in an artificial language – if only pressure for learning is given. Starting with a
scenario of random character strings matched onto moving objects of different
colours and shapes, participants have to learn the string/scene mappings. For ex-
ample, a blue bouncing circle is associated with the random string manehowu,
while a red bouncing circle is associated with wuneho (see supplementary mate-
rial in Kirby et al., 2008). Note that this is close to QuineanMax in terms of unigram
entropy: in most cases, there will be one unique random letter string matching
each scene, i.e. meaning. The output of one generation of learners, when tested
on themappings, is given to the next generation as input to learn. It turns out that
over several generations, the learners reduce this high-entropy language to a low-
entropy language, which is, however, essentially uninformative as to themeaning
encoded. Namely, the originally 27 different character strings are reduced to 2-5
highly ambiguous strings5 over 10 generations.

In the second experiment of Kirby et al. (2008), pressure to maintain expres-
sivity is introduced. If a participant overgeneralizes strings to different meanings,
all but one of thesemeanings is removed when the data is given to the next partic-
ipant. In this case, the languages do not collapse into low-entropy states. Rather,
of the 27 strings 12-23 are preserved over 10 generations. The core finding is that
systematic structurewithin the strings, i.e.word internal structure, starts to evolve
to encode colour, shape and movement. For example, the “prefixes” n-, l-, and r-
emerge to indicate black, blue, and red colour respectively, while the “suffixes”
-ki, -plo, and -pilu emerge to encode particular movements (Kirby et al., 2008,
Fig. 5).

A similar trade-off is investigated in an iterated learning experiment by
Berdicevskis (2012) and computationally modelled in Kirby et al. (2015). Here, the
terms learnability, compressibility and expressivity are explicitly used. The com-
putationalmodel in the latter paper again illustrates that if languages are selected
exclusively for learnability, then they move towards low-entropy states. If only
expressivity matters, then “holistic” languages, i.e. high-entropy languages with
one-string-one-meaning mappings are maintained. Again, the central finding is
that only if both pressures are present at the same time, then languages develop
compositionality to overcome the fundamental information-theoretic trade-off
between expressivity and compressibility. This is further illustrated with another
iterated learning experiment in Kirby et al. (2015). The major difference to the
earlier experiments in Kirby et al. (2008) is that now participants are not on their
own, but have to use the learned string/meaning mappings in a communicative

5 There are 4 chains of transmission in the experiment, i.e. 4 separate runs of cultural transmis-
sion.
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task involving another learner. This is a more natural and realistic way to intro-
duce pressure for communicative success (Berdicevskis, 2012). In this setting,
again the languages become compositional.

Overall, these experiments and computational models suggest that natu-
ral languages should fall in the middle range between extremely compressible
and extremely expressive languages. In other words, we neither expect to find
QuineanMin nor QuineanMax in the real world, but rather languages falling in
between. The analyses in Chapter 4, specifically Figure 4.8, illustrate that this is
the case indeed. Namely, the unigram entropies of natural languages display a
unimodal distribution along the spectrum from 6 to 13 bits/word (unscaled) and
from around –3 to 3 (scaled).

While this spectrum is relatively narrow, there are also clear outliers. Some
languages are considerablymore compressible than others based on the text sam-
ples used here. Are those languages also less “expressive”? Purely based on the
unigram entropy of words – yes. This seems to contradict the fact that the content
of the parallel texts is assumed to be (relatively) constant, i.e. the texts supposedly
express the same overall meaning. However, information can also be encoded in
how words combine to multiword expressions, phrases, and sentences. Clearly,
information encoding does not only happen at the word level. In other words,
lacking expressivity at the level of lexical diversity might be counterbalanced by
expressivity at other levels of encoding, i.e. in the syntactic or pragmatic dimen-
sion. Possible information encoding patterns beyond the word and their relation
to expressivity will be further discussed in Section 10.3.

Having said this, with reference to lexical diversity, there are clear differences
between languages. For example, the Bible inHawaiian has a relatively low scaled
unigram entropy (–1.8) and is hence more compressible at the level of unigrams,
than the Bible in Iñupiatun, which has one of the highest entropies (3.2). Fig-
ure 10.16 visualizes the difference between Iñupiatun and Hawaiian. Note that in
this figure, only the first 100 ranks (i.e. highest frequent word types) are shown.
Iñupiatun has overall 20268 word types in this Bible text of 50000 tokens, while
Hawaiian has only 1521. On the other hand, Hawaiian has much higher token fre-
quencies than Iñupiatun on average (𝜇haw = 32.9, 𝜇esk = 2.5).

Coming back to the problem of language learning: a learner of Hawaiian will
come across the same word types much more often than a learner of Iñupiatun.
Of course, translations of the Bible and the legalese of the UDHR are not the type
of input a child or adult learner typically comes across anyways. It is conceivable
that in other text corpora – more realistically reflecting the Hawaiian language as

6 Rcode/Chapter10/freqDistsHawEsk.R
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Figure 10.1:Word frequency distributions for the Northwest Alaska Iñupiatun (esk) and Hawai-
ian (haw) Bible. This visually illustrates the difference between distributions of word tokens
(y-axis) over word types (x-axis) for Iñupiatun (dark grey) and Hawaiian (light grey). Note that
only the first 100 ranks are shown. Iñupiatun has 20268 types (i.e. ranks) overall, whereas
Hawaiian has only 1521.

learned by children and adults – the unigram entropy might have a higher value
and the differences between the two languagesmight not be as stark. For instance,
Nettle and Romaine (2000, p. 56) point out that traditional Hawaiian fishermen
have an extensive vocabulary for hundreds of different species of fish, which are
not even adequately described by marine biologists yet. If the texts used for anal-
yses are about fishing, then the Hawaiian unigram entropy is likely to increase
compared to a language like English.

However, in themassively parallel text collections currently available,wefind
a good extrapolation quality of entropy rankings per language across different
corpora (Section 5.3). Also, a spoken corpus was included in the study comparing
English and German word frequency distributions (Section 5.2.4) and this did not
change the basic fact that German has longer-tailed distributions and higher un-
igram entropy. It is likely that overall unigram entropies are comparable to what
we find in the limited corpora currently available, even if more variegated and
spoken material will certainly help to enrich the picture.

Leaving aside discussions about unigram entropy values for particular lan-
guages, we can state more generally that being faced with low versus high uni-
gram entropy distributionswill make a difference for the learner – everything else
being equal. This directly follows from the vast literature on the impact that fre-
quencies have on first language (Ambridge et al., 2015; Lieven, 2010; Tomasello
and Tomasello, 2003; Roy et al., 2009; Diessel, 2007; Stoll et al., 2017) and sec-
ond language acquisition (Ellis, 2002; Ellis and Collins, 2009; Goldschneider and
DeKeyser, 2001; Larsen-Freeman, 1975, 1976). This is not to say that frequencies in
the input are the only – or even the dominant – factor involved in learning. A re-
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cent large-scale longitudinal studyonword learning indicates that factors relating
to spatial, temporal, and linguistic distinctiveness of the input are even more im-
portant for “the birth of aword” than pure frequencies (Roy et al., 2015). However,
frequency still emerges as one of themost robust predictors of learning success in
the data accrued over the past decades.

Moreover, frequency effects are not limited to the learning of basic vocabu-
lary, but are also reflected in learning of morphologically complex forms (Lieven,
2010; Ambridge et al., 2015; Ellis, 2002). This is important, since it was shown
in Section 5.2.4 and based on Bentz et al. (2017b), that around 50% of the cross-
linguistic variance in word frequency distributions can be attributed to morpho-
logical marking.

When looking at the link between morphological marking and lexical diver-
sity, we can add a further complication to the picture. Arguably, there is a dif-
ference between word forms built on the basis of regular morphology and ones
that are irregular, i.e. have to be stored whole. For example, learning the word
forms bake-d, accept-ed and claim-ed might be easier once the “rule” of attach-
ing -ed/d to the root for past tense formation is discovered.Whereas remembering
the irregular formswent, caught andwas just requires “brute force” rote learning.
This is the rationale of dual-route accounts (Clahsen et al., 1997; Clahsen, 1999;
Pinker and Ullman, 2002; Marslen-Wilson and Tyler, 2007; Taft, 2004; Marcus
et al., 1995). However, even if this distinction is valid (see Behrens and Tomasello,
1999, for some reasons why it might not be), there are still many irregular forms
that need to be remembered, especially in languages with complex morphology.
Take the up to 37 inflectional noun classes in German (Steiner and Prün, 2007),
which will make it harder for a learner to find systematic patterns of noun mor-
phology. Even in English, which is sometimes given as an example of a morpho-
logically fairly regular language, the highest frequency forms are irregular (Lieber-
man et al., 2007). While it has been shown convincingly that even irregular forms
can display subtle patterns that learners can pick up on (Cuskley et al., 2015),
the burden is still on the learner to extract these patterns from a high entropy
word distribution in a language like Iñupiatun, whereas in the low-entropy case
of Hawaiian, probabilities are high that the sameword formwill occur in different
contexts.

Apparent differences between low- andhigh-entropyword frequency distribu-
tions have led Gries (2012, p. 500) to propose that simple token frequency counts
are not sufficient for predicting learning outcomes. Instead, the skewness of type-
/token distributions, as reflected by unigram entropies, has to be taken into ac-
count. Goldberg et al. (2004) illustrate this point experimentally. In their exper-
iment, participants have to learn the meanings of novel verbs and the construc-
tions they occur in, from visual scenes. It turns out that constructional meanings
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are learned and remembered more easily when the five different novel verb types
are presented in a lower-entropy (8-2-2-2-2), rather than a higher-entropy (4-4-4-2-
2) distribution.

Overall, evidence fromcomputationalmodelling andartificial language learn-
ing research seems to suggest that the learnability ofword frequency distributions
should negatively correlate with their entropy. However, note that in the results of
our statistical models (Chapter 8), the presence of adult second language learners
in relation to first language learners emerged as a predictor of lexical diversity.
This raises a further important question: is there a qualitative difference between
so-called “native” (L1) and “non-native” (L2) learning, specifically with regards to
word frequencies? There is a multitude of studies attesting to differences and sim-
ilarities in what is traditionally called “native” and “non-native” language learn-
ing. However, there are fewer studies more specifically related to the question of
how frequencies affect word learning in children and adults. These are of central
importance here.

10.1.2 Learning in children and adults

Vocabulary learning
The investigations by Roy et al. (2009, 2015) are a case in point. In an ultra-dense
corpus of video and audio recordings of a single child’s language learning (be-
tween an age of 9-24 months), both studies show an overall effect of frequency of
occurrence in the caregivers speech on the Age of First Production (AoFP). Words
that are more frequent in the caregivers’ speech tend to be produced earlier by
the child. However, as pointed out above, the newer of the two studies, Roy et al.
(2015), also takes into account the distinctiveness of input words. Distinctiveness
here refers to words being uttered in a confined spatial, temporal or linguistic con-
text. For example, the word breakfast is mostly uttered by caregivers in a confined
space (the kitchen) at a certain time of day (in the morning). This makes it easier
for the child to map the string breakfast onto the activity of eating in themorning.
Such distinctiveness features emerge asmore robust predictors of AoFP than pure
frequencies.

The importance of spatial, temporal, and linguistic contexts in word learning
might be one of the reasons for why child language and adult language learn-
ing could differ. Children are, in most societies, typically surrounded by care-
givers that engage in permanent interactions and shared tasks, thus creating a
rich, multi-modal context for word learning. In some L2 learning scenarios, e.g.
in a classroom, there are no native speakers permanently around for creating this
multi-modal learning environment. If this rich context is missing, pure frequen-
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cies in the input might come to the foreground again. For a recent discussion on
this topic see also Qureshi (2016).

Learning of morphology
With regards to frequency effects in learning word-formation patterns, the liter-
ature on regularization of inconsistent marking strategies in both children and
adults is most insightful (Hudson Kam and Newport, 2005; Reali and Griffiths,
2009; Hudson Kam and Chang, 2009; Kam and Newport, 2009; Cuskley et al.,
2015).

To startwith, it is important to point out that regularization is only relevant for
changes in lexical diversity if it leads to an overall reduction of the number ofword
types. For example, if a learner consistently uses theword form go instead ofwent,
then this reduces the overall number of word types in their production.7 However,
if goed is consistently used instead ofwent, then this does not reduce the number
of word types.8 Instead, the overregularized form goed just replaces the irregular
went. In other words, it is important to tease apart replacement and reduction in
what is often ambiguously referred to as “regularization”. Only reduction plays a
role for lexical diversity, for example, when originally inflected forms are reduced
to a word type that already existed independent of the marking. This is a non-
trivial and important distinction that needs to be drawn to not confuse different
notions of “regularization”. Henceforth, the went → go type of change is called
reduction and the went → goed type of change replacement.

Keeping this distinction inmind, a study using an artificial language learning
paradigm (Hudson Kam and Newport, 2005) illustrates that children tend to reg-
ularize determiners more than adults. “Regularization” here refers to reduction,
that is, the consistent usage of a single determiner in conjunction with different
nouns when the input for learning is inconsistent with regards to determiner us-
age. Namely, in Experiment 2 of Hudson Kam and Newport (2005), five to seven
year old children as well as adults have to learn a simple artificial language from
spoken input in which nouns either occur accompanied by a determiner 100%
of the time (consistent condition), or 60% of the time (inconsistent condition).
For example, in the consistent condition, the noun mɛlnag ‘car’ consistently oc-
curs with a determiner as in po mɛlnag ‘a car’, while in the inconsistent condi-
tion bothmɛlnag on its own and pomɛlnag are encountered. While adult learners
produce determiners consistently when presented with consistent input and in-
consistently when presented with inconsistent input (thus probability-matching

7 If go is used also independent of the past tense context, which is very likely.
8 Unless goed is already used in another context, which is unlikely.



10.1 Language learning and lexical diversity | 165

their production to the input), children tend to overgeneralize determiner usage
in the inconsistent condition (Hudson Kam and Newport, 2005, p. 181).

The linguistic behaviour of children in this experiment can be seen as the
simplest case of regularization by reduction. Namely, there is a binary choice be-
tween using and not using the determiner po. In the inconsistent input language,
the probability of po is 0.6 and the probability of not using it accordingly 0.4. We
thus have an entropy of 0.97 bits in the determiner system of the input language.
Children increase the usage frequency of the determiner in relation to the input
frequency (0.71 versus 0.29) and thus decrease the entropy to 0.87 bits. Adults, in
contrast, probability-match the input frequency and thus rather preserve the en-
tropy of the original system. The authors interpret this as evidence that children
might be more strongly involved in the regularization of languages than adults.

However, two follow-up studies (Hudson Kam and Chang, 2009; Kam and
Newport, 2009) found that adults also regularize determiners. This time, the ex-
periments involved different conditions with multiple determiners differing ac-
cording to their frequencies in the input. In this more complex setup, adults also
started to regularize determiners. Importantly, regularization here again refers to
reduction of different determiner forms to a single base form,which in these exper-
iments is attested in adult production aswell. Nevertheless, children aremore con-
sistent in their reduction of several forms to a smaller set of repeated forms, even
in less complex conditions. HudsonKamandChang (2009) andKamandNewport
(2009) interpret this as the outcome ofmemory constraints. Children are known to
have lower capacities in terms ofmemory storage and retrieval and they are hence
more prone to overgeneralize a highly frequent default form. Adults have higher
memory capacity, meaning that probability matching is possible beyond what is
attested for children and overgeneralization with replacement of low frequency
forms kicks in only when more complex input is faced.

Overall, these studies together strongly suggest that both adults and chil-
dren reduce the entropy of determiner distributions, though the effect is more
pronounced for children. The effect of entropy reduction by learning pressure is
not confined to determiners. It extends to the distribution of verb forms via so-
called optional infinitives (Freudenthal et al., 2015; Wexler, 1994) in children. For
instance, children regularly use go in third person contexts, e.g. that go there in-
stead of that goes there. The same pattern is also attested for noun forms. Children
learning German sometimes use the nominative form instead of forms inflected
for accusative case. For example, in the sentence das kind kriegt den elefant ‘the
child gets the elephant’, uttered by a three year old child immersed into German
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from birth (Eisenbeiss et al., 2006, p. 16). In Standard German, elefantwould have
to be marked by the accusative suffix elefant-en.9

Both reduction of verbal morphology and noun morphology are observed in
adult production too. Second language learners of German frequently omit nom-
inal bound morphology (Parodi et al., 2004), irrespective of their first language
(Turkish, Korean or Romance). Likewise, Greek L2 learners of Turkish produce
both omission and substitution errors in verbs and nouns (Papadopoulou et al.,
2011), and English learners of Turkish omit verb (Haznedar, 2003) and noun mor-
phology (Gürel, 2000), even when fairly advanced (Haznedar, 2006). Hence, both
child L1 and adult L2 learners struggle to learn the panoply of word forms in mor-
phologically rich languages. Such learning pressure can lead to a reduction of
entropy in the distribution of word forms.

This raises an interesting paradox: if both children and adults are prone to
reduce the entropy of word frequency distributions across languages, then how
can high-entropy languages like Iñupiatun exist in the first place?

10.1.3 Esoteric and exoteric linguistic niches

The hypothesis that imperfect second language learning simplifies languages
(especially morphology) is getting more and more prominent in sociolinguistic
frameworks (Thomason and Kaufman, 1988; Trudgill, 2002; McWhorter, 2002,
2007; Wray and Grace, 2007; Lupyan and Dale, 2010; Trudgill, 2011; Dale and
Lupyan, 2012; Bentz and Winter, 2013; Bentz et al., 2015). In an overview pa-
per, Wray and Grace (2007) have outlined the potential “consequences of talking
to strangers”. They distinguish between esoteric (intra-group) languages and
exoteric (inter-group) languages. Esoteric languages are learned and used in rel-
atively closed groups of intimates. Exoteric languages, on the other hand, are
learned and used to communicate across different groups. Pidgin languages are
an extreme case of the latter type where different populations meet with little or
no linguistic common ground.

Given the mutual familiarity and the rich, shared cultural background of
speakers in the esoteric niche, information might not have to be neatly packaged
and easily encodable and decodable in such small-group languages. Wray and
Grace (2007) speculate that an easily understandable language might not even
be desirable in such a setting, since a strict delimitation of who is an insider and
who is an outsidermight play an important role. In fact, Evans (2011, p. 13) reports

9 Though many German speakers would by now probably accept the unmarked form as gram-
matical.
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how a fieldworker witnessed the speakers of the language Selepet in Papua New
Guinea deciding at a meeting that the word for ‘no’, bia, should be replaced by
bunge in order to distinguish themselves from other villages speaking similar vari-
eties. Such sociolinguistic phenomena might not be restricted to the replacement
of particular words, but could extend to further linguistic structures, as further
outlined by Evans:

William Thurston studied “esoterogeny” – the engendering of difference in linguistic ob-
scurity – with Anem speakers of New Britain, off the New Guinea mainland. He found that
“esoterogenic” languages tend to streamline pronunciation in ways that make the overall
structure harder to see, comparable to saying dja for didja from did you in English. They
replace clear regular relationships with “suppletive” (totally irregular) ones, revelling in al-
ternations like good:better at the expence of the more transparent big:bigger style.
(Evans, 2011, p. 13)

Interestingly, from an information-theoretic point of view, we might speculate
that such “streamlined pronunciation” compresses information and increases the
number ofword types in a language. This, in turn,might be reflected in higher uni-
gramentropy (see also thenotes ongrammaticalizationof frequently co-occurring
words below). Changes of the “suppletive” type, on the other hand, might lead
to less regularity and hence higher entropy at the within-word level. Thus, soci-
olinguistic scenarios of tight-knit esoteric communities might be associated with
increasing compression and higher entropy, at different levels of language struc-
ture. The exactmechanisms of suchprocesses and their information-theoretic out-
comes are an interesting avenue for further research.

In contrast, exoteric languages are by their very nature outward-oriented and
inclusive. They are used for building trade relations, cross-cultural exchange, or
the integration of migrants and enable communication between peoples and na-
tions. Ease of learning and usage might come to the foreground in such an open
setting. Against the backdrop of the esoteric/exoteric distinction, Trudgill (2011,
p. 185) names the fivemajor social factors involved in complexification: small pop-
ulation size, dense social networks, large amounts of shared information and low
contact (i.e. adult L2 learning). The counterparts of these factors might then drive
simplification: big population size, loose social networks, limited shared informa-
tion, and high contact.

10.1.4 Small-scale multilingualism

Anote of caution is in place here. As Trudgill (2011, p. 32) is well aware, “language
contact” is often used as a cover term for language learning and usage scenar-
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ios that might in fact differ considerably in terms of their impact on language
structure.Whilemany sociolinguists agree that contact is associatedwith simplifi-
cation, typologists (especially when working on non-European languages) some-
times come to rather opposing conclusions, namely, that complex features can be
accrued in certain areas because of extensive contact. In Thomason and Kaufman
(1988, p. 74-75), a systematic overview on language contact phenomena and their
outcomes is given. According to their “borrowing scale”, strong cultural pressure
can lead to borrowing of “inflectional affixes and categories (e.g. new cases)” and
hence add morphological complexity to the target language. As a concrete exam-
ple, Aikhenvald (2007, p. 245-247) discusses how East Tucanoan languages in the
Vaupés linguistic area of north-western Brazil have extensive structural impact on
Tariana, a neighboring Arawakan language.

The apparent disagreement between the sociolinguistic and typological per-
spective is discussed in more detail by Lüpke (2016) and termed Trudgill’s conun-
drum. This study takes the perspective of so-called small-scale multilingualism in
diverse areas of West Africa, Amazonia, Northern Australia and Melanesia. Ar-
guably, language communities in these areas are likely to be better models of lan-
guage contact scenarios throughout human prehistory than the large-scale lan-
guage expansions associated with the spread of agriculture and other technolog-
ical innovations in recent history. Lüpke (2016, p. 63) argues that small-scale set-
tings of contact share a set of characteristics, including a geographically confined
basis, shared cultural traits, complex dynamics of exchange via dialectic relation-
ships and, most importantly, “extensivemultilingualism instead of or alongside a
lingua franca”. Due to especially the last point, it is conceivable that languages in-
volved in such multilingual networks might score high on quantitative measures
of contact such as percentage of L2 speakers, while not necessarily displaying pat-
terns of simplification.

For instance, adults living in the Warruwi community in north-west Arnem
land (Australia) are reported to typically speak three to eight indigenous lan-
guages on a daily basis (Singer and Harris, 2016). This suggests that languages in
this area will score high in terms of percentages of L2 speakers. At the same time,
these languages are also considered morphologically complex, since they feature
elaborate morphological marking on the verb and systems of four to five genders
(Singer and Harris, 2016, p. 26). They thus potentially run counter the purported
relationship between higher contact in terms of adult learning andmorphological
simplification.

In fact, the convenience samples in Bentz and Winter (2013), Bentz et al.
(2015), and in the analyses of this book mainly include languages of large fami-
lies such as Indo-European, Austronesian and Atlantic-Congo. While the results
hold for these families, it is possible that includingmore languages of small-scale
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multilingual areas such as the Warruwi community and the Vaupés basin might
add new facets to the statistical picture.

10.1.5 Are children better learners than adults?

Besides the more general discussion about the outcomes of different language
contact scenarios, the question about the exact cognitivemechanisms underlying
morphological simplification and complexification is also still open.With regards
to morphological simplification, Lupyan and Dale (2010, p. e8559) put forward
the hypothesis that while adult learners have particular problems with learning
the often redundant information encoded in morphological markers (e.g. person
agreement on the verb), children might profit from such redundancy. Along sim-
ilar lines, Trudgill (2011) posits that systematic, qualitative differences in learn-
ing by children and adults must account for the observed discrepancy between
simplification and complexification in historical language contact scenarios. He
explains this with reference to

[...] thewell-known fact, obvious to anyonewhohasbeenalive andpresent innormal human
societies for a couple of decades or so, that while small children learn languages perfectly,
the vast majority of adults do not, especially in untutored situations.
Trudgill (2011, p. 35-36)

To underline this claim, he cites a classic experimental study by Johnson andNew-
port (1989), in which the English proficiency of 46 native speakers of Korean and
Chinese is tested. The participants in this study arrived in the US at different ages.
The proficiency test includes grammaticality judgements on morphological mark-
ing of past tense, plural, third person singular, and present progressive. The study
reports that age of arrival in the US is the prime predictor of proficiency. In par-
ticular, learners that arrived in the US in between the age of three to seven per-
form almost identical to the “native” speaker control group, while all the other
age groups (8-10, 11-15, 17-39) perform significantly worse. Importantly, Johnson
and Newport (1989, p. 82) argue that this effect is independent of overall time of
exposure to English, since age of first arrival and overall exposure time are care-
fully controlled for and do not correlate. However, it is generally hard to estimate
and compare the exact amount of exposure to English for different learners in a
real-world setting, since this will depend on a host of further factors relating to
education, attitude and cultural assimilation.

Amultitude of further studies since the early 90s have aimed to replicate John-
son andNewport’s findings,with varying success. A recentmeta-study byQureshi
(2016) reviews the arguments raised for and against systematic differences be-
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tween younger (in this case below an age of 15) and older learners (above 15). In
this context, there is an important distinction drawn between second language
learning (SL) and foreign language learning (FL). While the former refers to a nat-
uralistic situation of being faced with another language spoken in the immediate
social environment, the latter rather refers to the instructed and formal context
of learning a language in the classroom. Based on a meta-analysis of data from
overall 26 studies Qureshi concludes:

A medium to large effect size is observed for age and second language proficiency in SL
contexts [...] The fact that early learners outperform late starters in SL contexts might be at-
tributed to many factors, including the nature of immersion and the amount of input. For
example, younger learners in SL settings have a greater opportunity to be formally and in-
formally immersed in the target language [...] They also receive significant exposure to input
from native speakers [...], something that is not present in FL contexts. [...] In FL contexts,
on the other hand, an ‘early advantage’ for early starters is missing.
(Qureshi, 2016, p. 157)

This outcome can be seen as roughly confirming Johnson and Newport (1989)’s
findings. However, the meta-study also finds significant differences in learning
outcomes depending on the exact conditions in which participants were tested,
and this tells us a cautionary tale.

Moreover, the cognitive reasons for this purported difference are also still un-
clear. Interestingly, under the controlled conditions of artificial language learning
experiments discussed above (HudsonKamandNewport, 2005; HudsonKamand
Chang, 2009; Kam and Newport, 2009), which are arguably closer to the FL than
SL setting, adults in fact outperform children in terms of converging onto a target
language given the same input and exposure. In the second language learning sce-
nario, on the other hand, there seems to be an early learner advantage emerging
with regards to ultimate attainment.

In conclusion, whether children can be said to generally learn languageswith
“ease” and “perfectly”, while adults do not, is still an open question. The only
clear outcome emerging from the review of the language learning literature is
that a simple distinction between “natives” and “non-natives” overly simplifies
the complex picture of how age and exposure effects interact to yield different
learning outcomes. For further discussion see also the recent overview article by
Kempe and Brooks (2018).
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10.1.6 Learner age and exposure

Rather than drawing a categorical distinction between “natives” and “non-
natives” it might be more helpful to think about language learning along (at
least) two continuous dimensions: age and exposure. For example, while chil-
dren learning a first language overregularize and reduce morphological markers,
L1 adults largely converge to the common usage of word forms in the population
of speakers (though there is certainly still variance between speakers). Hence, the
ratio of L1 adults to L1 children might be responsible for variation in the usage
of forms (Briscoe, 2000b, p. 248), not only the ratio of L2 to L1 speakers. Specif-
ically, this can mean that more children in a population might be linked with
a higher probability of substitution and omission errors in the overall “corpus”
of the population. On the other hand, it is attested that extensive bilingualism
involving early learners might cause net increases in the usage of inflections (see
Aikhenvald, 2003, p. 3, Nichols, 1992 and Trudgill, 2011, p. 40), whereas adult L2
learners seem generally more likely to omit or substitute morphological markers
and therefore pushmorphological simplification. Thus, we can construe a matrix
of morphological marking strategies emerging from different combinations of age
and exposure. Table 10.1 condenses the results and implications of the language
learning studies discussed above.

Table 10.1:Morphological outcomes according to exposure and age.

high exposure (L1) low exposure (L2)

children simplification (complexification) simplification
adults complexification (?) simplification

Based on the literature about overregularization in early language learning, we
might speculate that there would be a high pressure for morphological simplifi-
cation in a population if it mainly consisted of children learning the language,
though there can be traces of complexification if the respective children are bilin-
guals borrowing morphological material into the language. Moreover, simplifica-
tion is likely the outcome of children learning a low-exposure second language.
L1 adults, having had high exposure throughout their life time, will put the least
pressure on a language to simplify and might, in fact, further complexify the lan-
guage due to compressing word forms via “streamlined pronunciation”. On the
other hand, adults learning a low-exposure second language are most likely to
push this language in the direction of morphological simplification. Overall, pop-
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ulations with high rates of low-exposure learners (be it children or adults) are
predicted to be most susceptible to morphological regularization and loss. In con-
trast, languages learned and used by high-exposure children, growing up to be-
come high-exposure adults, are likely to introduce the lowest pressure for simplifi-
cation and might even complexify their first language due to processes which are
not well understood yet.

At the face of this, the distinction between children and adults might turn out
to be secondary and the amount of exposure might emerge as the most important
predictor for simplifying and complexifying processes in language change. Along
those lines, in a preliminary analysis by Bentz and Berdicevskis (2016), the dif-
ference between L1 and L2 learners is conceptualized as the amount of exposure
that participants receive to learn an artificial language. This is based on an exper-
iment designed to further elicit the exact pathways of inflectional loss via imper-
fect learning (Berdicevskis and Semenuks, to appear). It is shown that having low-
exposure learners in a transmission chain can reduce the unigram entropy of the
artificial language due to reductions in the morphological marking system. The
interaction between low- and high-exposure learners across several generations
thus emerges as an important parameter determining the outcome of language
change. Yet another linkingmechanismbetween learning outcomes and language
change is proposed in Atkinson (2016). Here, it is argued that the accommodation
of high-exposure “native” speakers to the low-exposure “non-native” speakers
drives the simplification of the language system, rather than the low-exposure
learners by themselves.

Finally, the sociolinguistic setting of accommodation to non-standard vari-
eties is also observed in research on so-called multiethnolects emerging in cities
across Europe due to recent migration patterns (Wiese, 2006;Wiese and Rehbein,
2016; Wiese and Pohle, 2016). With regards to the question of whether children or
adults drive language change, this line of inquiry suggests that the answer quite
literally lies in between.Namely, it is adolescents accommodating to and adopting
patterns of change that have come about by language contact. Another interesting
finding is that even speakers exposed to the standard language from early child-
hood onwards will adopt and carry on the local multiethnic variety, thus further
blurring the distinction between “native” and “non-native” usage patterns.

10.2 A note on grammaticalization

The last section discussed empirical studies on language learning and concluded
that an important parameter for predicting outcomes of contact is the level of ex-
posure that learners havewhen immersed in a population of language users.With
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regards to lexical diversity, wemight speculate that low-exposure learners will be
biased in their “sampling” of the range of word forms used by the population and
might hence reduce their own usage to a set of salient base forms. High exposure,
on the other hand, might increase the likelihood of “sampling” a wider range of
word forms and hence help to preserve lexical diversity. In the latter case, lexical
diversity might even systematically increase over time due to phenomena such as
grammaticalization.

Looking at the diachronic evolution and change of inflectionalmarkers, it has
been observed that they are often derived from formerly free morphemes that are
merged to verbs, nouns and adjectives (Heine and Kuteva, 2007; Hopper and Trau-
gott, 2003; Lehmann, 1985). A typical example of grammaticalization is the Old
English noun līc ‘body’, which, when co-occurring with adjectives, was phoneti-
cally reduced and became the productive derivational suffix -ly used to build new
adverbs. Likewise, the inflectional future in Romance languages such as Italian
canterò ‘I will sing’ derives from Latin cantare habeo ‘I have to sing’. Examples for
the evolution of nounmorphology are the Hungarian inflectional elative and ines-
sive case markers, which derive from a noun originally meaning ‘interior’ (Heine
and Kuteva, 2007, p. 66).10

Such grammaticalization processes can drive languages to display a panoply
of different word forms, as exemplified by conjugation classes. This is the case
for the Latin to Italian example above, where grammaticalization has led to the
evolution of an inflectional future tense with different forms according to person
and number, e.g. canterò, canterai, canterà, canteremo, canterete, canteranno.
Crucially, grammaticalization happens due to cognitive entrenchment of lexical
items that frequently co-occur (Bybee, 2006, 2003). Over several generations of
language learning and usage this might gradually increase the range of word
forms in a language and as a consequence its lexical diversity. As a proof of
concept, Bentz and Buttery (2014) use a simple “grammaticalization” model to
simulate how languages might evolve from displaying short-tailed (low-entropy)
towards long-tailed (high-entropy) word frequency distributions. This is achieved
simply by merging highly co-occurring word tokens. For example, the highly
frequent English bigram of the is merged to ofthe. Interestingly, this exact con-
traction is attested in German, where von dem is often rendered as vom.

Furthermore, in particular the grammaticalization sub-process of cliticiza-
tion is typically associated with the loss of phonetic material, also called erosion.
As argued by Schiering (2006, 2010), this is not necessarily a universal feat of cliti-

10 Though itmight be argued that these constitute “fused postpositions” rather than inflectional
cases (Spencer, 2008).
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cization, but rather dependent on the prosodic system, i.e. regular stress patterns,
of the respective language. With this caveat in mind, we might speculate that if
stress patterns do allow erosion, then it is more likely to occur between intimates,
where a rich, shared background is given and communication is more robust to
the loss of phonetic material. In contrast, the lingua franca situation will require
information to be spelled out more explicitly. For example, the Standard German
phrase hast du es ihm gesagt?, literally ‘have you it him told?’, can be reduced
in colloquial German and German dialects to something akin to hast’s’m g’sagt?
Thus eroding (some) vowels and compressing the information into a shorter pho-
netic string. This strategy leads to faster transmission of the message, though to
the expense ofmaking it harder for the hearer to parse and decode it. Presumably,
this strategy only works if learners have enough exposure to the communication
system to even understand highly compressed messages. This would make it
favourable in the esoteric niche and disfavoured in the exoteric niche.

To sum up the previous sections, the striking difference in lexical diversity of lan-
guages like Hawaiian and Iñupiatun might, at least partly, derive from the histor-
ical and social contexts in which these languages evolved. While learning of long-
tailed word form distributions will always pose difficulties to learners, be it chil-
dren or adults, early learners might have the advantage of longer and more inten-
sive exposure. They eventually converge onto the usage of forms common in the
society they are surrounded by. After convergence, as high-exposure adults, they
might even further drive lexical diversity bymerging free forms that are frequently
co-occurring. Late learners, on the other hand, are at a disadvantage just by virtue
of being less exposed to the long tail of word forms. Crucially, this means that we
do not necessarily have to posit a qualitative difference between L1 and L2 learn-
ing, or “native” and “non-native” learners for that matter. It might be sufficient
to further elicit which populations are prone to feature high- and low-exposure
learners. This has the potential to explain differential pathways of how lexical
diversity can change and evolve.

10.3 Beyond words

As pointed out earlier in this book, using words as basic information encoding
units is problematic from a typologically informed point of view. Both theoretical
considerations and computational modelling suggest that, after all, words might
not play an indispensable role for natural language processing and human com-
prehension alike. However, note that differences in word entropies are likely to
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have reflections in language data quite generally, independent of the exact defi-
nition of information encoding units.

For example, instead of looking at singleword tokens, i.e. unigrams,we could
follow Grefenstette (2010)’s rationale and investigate combinations of unigrams,
e.g. bigrams, instead. In the English PBC, the bigrams with the highest frequen-
cies are: and he (93), and they (79), to him (76). In German these are: und sagte ‘and
said’ (24), und die ‘and the’ (19), zu ihm ‘to him’ (19). These examples already sug-
gest that English has systematically higher bigram frequencies, i.e. lower bigram
entropy, than German – in parallel to unigram entropies. In fact, Figure 10.211 il-
lustrates that there is generally a strong positive (though non-linear) relationsip
between the scaled entropy of unigrams and bigrams for languages of both the
UDHR and PBC.
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Figure 10.2: Entropies (H_shrink) for unigram distributions (x-axis) versus bigram distributions
(y-axis). Values are calculated for both the languages of the UDHR (dark grey) and the PBC (light
grey). Non-linear loess smoothers are overlaid with 95% confidence intervals. The language
names for Hawaiian, English, German, and Iñupiatun of the PBC, and for Hawaiian, English, Ger-
man, and Abkhaz of the UDHR are plotted in rough agreement with the corresponding points.

Hawaiian, English, German and Iñupiatun12 are here pointed out as examples.
Note that bigram entropies apparently hit a ceiling towards an entropy of ca. 16
bits for the PBC and at around 10 bits for the UDHR. However, the crucial point of

11 Rcode/Chapter10/entropyBigrams.R
12 Abkhaz is given for the UDHR instead.
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Figure 10.2 is that entropies at one level of information encoding, i.e. unigrams,
are systematically linked to entropies at another level, i.e. bigrams. It is an interest-
ing avenue for further research to look at entropies beyond unigrams. This avenue
of research is explored in a range of recent studies (Montemurro and Zanette, 2011,
2016; Koplenig et al., 2017; Bentz et al., 2017a).

From the perspective of a learner or an automated comprehension system it
can make sense to perceive highly entrenched expressions such as he says as a
single unit, thus rendering the white space as an idiosyncrasy of orthography.
However, faced with different distributions of characters, unigrams, bigrams, or
n-grams more generally, there is still an overarching observation: in some lan-
guages the rate of repetition of information encoding units is higher than in oth-
ers. For future research, it will be interesting to see how entropy changes with an
increasing window size of information encoding units, i.e. from characters and
words, to phrases and sentences. It seems reasonable to assume that information
encoding potentials at different levels of linguistic structure will be interdepen-
dent and potentially balance out – to a certain extent.

10.3.1 Complexity trade-offs and equi-complexity

This idea has deep roots in the history of linguistic reasoning. Especially in the
discussions surrounding language complexity, the hypothesis that complexities
at different levels of language structure balance out is often either wholeheart-
edly supported or fiercely rejected. In connection with the recent rise of interest
in language complexity (Sampson et al., 2009; Dahl, 2004; Newmeyer and Pre-
ston, 2014b; Miestamo et al., 2008) came the questioning of the equi-complexity
hypothesis. Sampson (2009) andNewmeyer and Preston (2014a) give an overview
of the historical literature on the topic.

Generally speaking, there seems to have been a strong consensus among lin-
guists at least since the 1950s that a) complexities at different levels of linguistic
structure, such as phonemes, syllables, morphemes, words and phrases, corre-
late with each other; and that b) all languages are ultimately equally complex.
The former is henceforth referred to as the trade-off hypothesis and the latter as
the equi-complexity hypothesis. These hypotheses are often seen as strongly inter-
linked. However, as pointed out by Fenk-Oczlon and Fenk (2011, 2014), they are,
in fact, logically independent of each other. Different levels of complexity can be
correlatedwithin languages, while still summing up to a difference in overall com-
plexity between languages.

With regards to the trade-off hypothesis Fenk-Oczlon and Fenk (2008) illus-
trate across different samples of languages that the following relationships hold
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(among others): fewer phonemes per syllable correspond to more syllables per
word and fewer syllables per word correspond to more words per clause. These
correlations suggest clear trade-offs between information encoding at different
structural levels. If there are few phonemes to encode information at the syllable
level, then this is counterbalanced by having more syllables per word. Likewise,
if there are fewer syllables per word, then this is counterbalanced by havingmore
words per clause. Clearly, there will be lower and upper limits to the range of
phonemes per syllable, syllables per word, and words per clause, due to lan-
guages generally being shaped to fit information encoding along a communica-
tion channel, which has also been conceptualized as a bottleneck (Christiansen
and Chater, 2016). However, within that range, languages are able to adapt to
pressures of learning. In fact, evenwithin the same language, speakers might har-
ness the flexibility of encoding strategies to keep the information flow relatively
constant. This proposal has been put forward by Fenk and Fenk (1980) and elab-
orated in Fenk-Oczlon (2001). It has become known as the Uniform Information
Density hypothesis (Frank and Jaeger, 2008; Jaeger, 2010). For critical reviews of
this proposal see Ferrer-i-Cancho et al. (2013) and Ferrer-i-Cancho (2017c).

A further well-known trade-off that has been suggested in the literature refers
to core argument marking: languages tend to either mark core arguments by case
inflections (i.e. morphologically), or by rigid word order (i.e. syntactically). Sin-
nemäki (2008, 2014) has provided quantitative evidence for this observation. In a
stratified sample of 50 languages, the presence of casemarking strongly predicted
the absence of rigid word order and the presence of rigid word order strongly pre-
dicted the absence of case marking (Sinnemäki, 2014, p. 192).

10.3.2 Entropy at different levels of language structure

More specifically with regards to information theory, Juola (1998, 2008) has devel-
oped ameasure ofmorphological complexity and ameasure of linguistic complex-
ity more generally by applying off-the-shelf file compression algorithms to paral-
lel texts. This follows the rationale outlined earlier: entropy is the upper bound
on compressibility. A string of characters, or vocabulary of character strings (i.e.
word types), that has zero entropy is maximally compressible. A string of charac-
ters of equal probability, or a vocabulary of character strings of equal probability,
has maximum entropy and is minimally compressible. Entropy reflects the infor-
mation encoding potential of a code, i.e. a distribution of information encoding
units and their probabilities. Lossless compression is only possible to the point
where the code is optimally used and this optimal usage is represented by the en-
tropy of the code.
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Against this theoretical backdrop, Juola (2008) applies a standard compres-
sion algorithm to 24 parallel translations of the Bible in 14 different languages
to assess how much redundant, i.e. compressible, information there is in each.
The first main finding is that after compression the size of the texts (in bytes)
bears 94% less variance than before. This is interpreted as evidence for the equi-
complexity hypothesis. All texts, and by extension the languages they represent,
are roughly equivalent in terms of compressed file size, i.e. after a near-optimal
code per text has been found. Furthermore, Juola argues that it is possible to tease
apart the influence ofmorphological, syntactic and pragmatic information by sep-
arately and randomly deleting 10%of characters, 10%ofword tokens, and 10%of
verses and then again assessing file size differences before and after compression.

To see this, remember that Iñupiatun is a high-entropy language with many
word types, whereas Hawaiian is a low-entropy language with fewer word types.
Randomly deleting characters from word tokens in a given text will create new
word types and get the text closer to the maximum entropy state. In the case of
Iñupiatun this will have less of an effect than for Hawaiian, since Iñupiatun is al-
ready closer to themaximumentropy state thanHawaiian. In other words, consid-
erably worse compression ratios after random deletion of characters indicate less
complex “morphology”. Note, however, that this a crude definition of morphol-
ogy. Remember from Section 5.2.4 that inflectional marking accounts for around
50% in the variance of word frequency distributions (across 19 languages) and in-
flectional and derivational morphology together explain around 75% of the vari-
ance in word frequency distributions for English and German. This means there
is around 25% to 50% variance in word frequency distributions that is not due to
morphological marking, but rather to the basic vocabulary, as well as other fac-
tors not accounted for. These will also play a role for the compressibility of texts.
Amore precise term for Juola’s measure of morphological complexity is then com-
plexity of within-word information.

Similarly, if a language uses certain multiword expressions frequently, e.g.
the periphrastic future tense construction is going to in English, then random
deletion of words will cause more of a loss in compressibility than in a language
with fewer multiword expressions. Juola (2008) interprets this as a reflexion of
“syntax”, though it is unclear how the usage of multiword expressions is related
to more traditional notions of syntax, or typological notions of word order such
as the order of subject, verb, and object. In the multiword sense, English has
relatively complex “syntax”, due to a relatively high number of fixed multiword
expressions and constructions. This will here be referred to as complexity of
between-word information.

The trade-off between thesewithin-word and between-word complexities can
be seen in Figure 10.3. This figure is based on the numbers in Table 9 of Juola
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(2008). The x-axis reflects the ratio of compressed byte size (CBS) after charac-
ters are randomly replaced (CBS𝑐) to the compressed byte size of the original text
(CBS𝑜), i.e.

CBS𝑐
CBS𝑜

. For example, in the original table by Juola, the Bible in Basic En-
glish (BBE) has a ratio of 1.18, i.e. the compressed byte size after character replace-
ment is 1.18 times bigger than in the original text. This is most likely explained by
the fact that randomly replacing characters leads to the creation of more word
types. The effect is strongest for languages that have relatively few word types
to start with, e.g. the Bible in Basic English (BBE) and Bahasa Indonesian (bis).
Importantly, note that higher values of the ratio given by Juola correspond to
less within-word information. In order to make higher values on the x-axis cor-
respond tomorewithin-word information, the inverse of these values is plotted in
Figure 10.3.13 Thus the Bible in Basic English gets a value of 1

1.18 = 0.85.
On the other hand, randomdeletion ofword tokens decreases the information

encoding potential of the texts. The third column of Table 9 in Juola (2008) gives
the compressed byte sizes after 10% of word tokens have been randomly deleted,
divided by the compressed byte size of the original texts, i.e. CBS𝑤

CBS𝑜
. These ratios

range from 0.94 to 0.98, meaning that texts are generally smaller in compressed
byte size after random word token deletion. This is likely related to the fact that
the deletion of word tokens generally decreases the information encoded in the
text.However, for texts inwhichmultiword expressions aremoreprominent,word
token deletion has less of an effect, i.e. decreases the compression size less, and
the values stay closer to one. Thus, higher values on the y-axis correspond tomore
between-word information.

Within-word information correlates negatively with between-word informa-
tion across the 24 parallel texts representing 14 different languages. The Pearson
correlation is strong, despite fewdata points (𝑟 = −0.75, 𝑝 < 0.0001). Of course,
considering that 8 of the texts are actually English versions and 19 are written in
Indo-European languages, independence of data points is not given.

A recent study by Ehret and Szmrecsanyi (2016a) uses a complexity metric
inspired by Juola (2008)’s and confirms these negative correlations for 16 transla-
tions of the Bible, 9 translations of Alice inWonderland, and 9 non-parallel news-
paper texts. In contrast to Juola (2008), however, Ehret and Szmrecsanyi (2016a)
do not argue that overall complexity scores are essentially the same for all lan-
guages. Rather, they rank languages from highest to lowest adjusted overall com-
plexity scores and hence provide evidence against the equi-complexity hypothe-
sis.

13 Rcode/Chapter10/JuolaAnalyses.R
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Figure 10.3: Trade-off between within-word and between-word information encoding for Bible
texts based on Juola (2008). The x-axis represents the within-word information index and the
y-axis the between-word information index as derived on the basis of compression ratios. A lin-
ear model with 95% confidence intervals is overlaid. Some data points are labelled by language
name.

Overall, Juola (1998, 2008) takes the credit for being the first to encounter the prob-
lem ofmeasuring language complexity within an information-theoretic, quantita-
tive, and hence reproducible account. The methods and overall results of his and
also Ehret and Szmrecsanyi (2016a)’s analyses are intuitively plausible. Still,more
work needs to be done to yield interpretations of these results from amore linguis-
tically informed angle. Ziv-Lempel (Ziv and Lempel, 1977) and related compres-
sion algorithms applied to text files purely aim to compress a string of character
encodings (unicode or otherwise) to a string ofminimumpossible length, without
loss of information. It is, as yet, unclear how this exactly relates to linguistically
meaningful concepts, such as grapheme diversity, inflectional marking, or word
order (beyond multiword constructions). The analyses in Ehret (2016) as well as
Koplenig et al. (2017) are a further important steps in this direction.

Finally, Montemurro and Zanette (2011) can be seen, to date, as one of the
most extensive accounts of cross-linguistic estimation of overall entropy. They es-
timate the overall entropy of 8 languages from more than 5000 texts. Following
a similar information-theoretic rationale as Juola (1998, 2008), their approxima-
tions are based on an entropy rate estimator also going back to the work by Ziv
and Lempel (Kontoyiannis et al., 1998). They tease apart the amount of informa-
tion encoding potential carried by unigrams and information encoding potential
carried by regularities beyond the unigram level. Interestingly, it turns out that
both the overall entropies (denoted 𝐻) and unigram entropies (denoted 𝐻𝑠) dif-
fer between languages, thus again rejecting the equi-complexity hypothesis. Also,
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the difference between these two types of entropy, i.e. 𝐻 − 𝐻𝑠, is shown to be re-
markably constant across the different languages. This finding is affirmed byMon-
temurro and Zanette (2016) with Bible translations into 75 languages and by Bentz
et al. (2017a) with a sample of the Parallel Bible Corpus featuring 1259 languages.

10.4 Summary

Several problems and caveats relating to the methods and assumptions of this
book have been discussed in this chapter. First of all, in order for an information-
theoretic account of linguistic diversity to be complete solid links need to be
established between entropic measures and language learning. A preliminarily
overview of the relevant literature on language learning by children and adults
was given here. More specifically, it is important to understand the role unigram
entropies play for word andword-form learning. In this context, the experimental
literature suggests that the learning pressures that children and adults impose
on a language might, after all, turn out to be similar. A high-entropy, long-tailed
distribution of information encoding units is going to be harder to learn than a
low-entropy, short-tailed distribution – everything else being equal.

This raises an apparent paradox: if both children and adults find it hard to
learn high-entropy languages, then how can these come into existence in the first
place? And how come they are maintained over generations and generations of
learning? The solution offered is that learning pressures can differ not only along
the dimension of child versus adult learning, but also along other dimensions,
such as exposure. Children might be prone to overgeneralize particular morpho-
logical markers, but they will eventually converge onto the usage patterns of the
adults they are surrounded by. Later in life they might become high-exposure
adults who, via processes such as grammaticalization, even increase lexical di-
versity. Hence, in societies with high-exposure learners, speakers, and signers,
i.e. close-knit, small groups of intimates, lexical diversity might get closer to the
maximum value sustainable with regards to memory (and other) constraints. On
the other hand, in big, open societies with more low-exposure learners (children
and adults) the pressure onto the language to move towards low lexical diversity
is bound to be higher. This can derive simply from the fact that, in such open soci-
eties, the average amount of exposure to the long-tailed distribution ofword forms
is shorter.

A further problemdiscussed in this chapter is related to the so-called “indeter-
minacy ofwords”. That is, the issue of coherently definingwhat a “word” really is,
while taking into account the psycholinguistic, descriptive and technical perspec-
tives alike. It seems impossible to define the concept of a “word” while accommo-
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dating for all of these perspectives at the same time. At first sight, this seems dis-
couraging with regards to developing objective measures of cross-linguistic vari-
ance in lexical diversities. Maybe it is consoling that the problem of overarching
and clear-cut definitions is not confined to the language sciences, but permeates
science in general. There is no coherent, universally agreed-upon definition of the
term “species”, but this does not prevent biologists fromdetermining the diversity
of species in habitats, in fact, by using the exact same entropymeasures that were
applied here too.

From a less theoretical and more pragmatic point of view, the question is not
somuchwhat awordexactly is, or if anoverarchingdefinition is evenpossible, but
how our decisionswhendefining the unit to bemeasured affect the outcome of the
measurement. In this sense, there is an overall picture emerging: some languages
have a higher rate of repetition of word types than others.

Clearly, it is expected that the rate of repetition can vary not only between
languages, but also within a language at different levels of information encod-
ing. Some preliminary evidence for such trade-offs was discussed here. One of
the most interesting avenues for further research is to measure such information
encoding trade-offs across large language samples.



11 Conclusions: Universality and Diversity
In the introduction to this book, some examples were given for the astonishing di-
versity of linguistic encoding strategieswe find across languages of theworld. The
age-old and ongoing debate aboutwords for snow indifferent cultures reflects one
facet of this diversity at the level of vocabulary. Likewise, there are languageswith
excessive morphological marking, an extreme example being the alleged 1.5 mil-
lion verb forms in the Caucasian languageArchi. Such claims raise interest among
editors of the Guinness Book of Records and eyebrows among typologists. Further
information encoding strategies, such as compounding, can likewise increase or
decrease lexical diveristy. To the bemusement of the general public, the German
government introduced the Rindfleischetikettierungsüberwachungsaufgabenüber-
tragungsgesetz in the 1990s, and hence took the compounding capacity of the lan-
guage to its extremes. The representativeness of such extreme examples aside,
there is no denying that languages, that is, their speakers and signers, “choose”
widely differing strategies to encode information.

Going beyond cherry-picked examples of diversity, this book aimed to estab-
lish methods to measure the cross-linguistic difference in linguistic encoding at
the level of words. Lexical diversity can be pinned down precisely given a defined
set of texts and a workable definition of the basic information encoding unit: the
word. Shannon entropy is a measure reflecting the information encoding capac-
ity of any code, human languages included. A minimum word entropy language
would repeat the sameword over and over again, thus beingmaximally learnable
but minimally expressive. A maximum entropy language would have a separate
word for each concept, thus beingminimally learnable but maximally expressive.
Of course, as pointed out in the very first sentence of this book: words have two
sides. One side is their information encoding capacity reflected by repeating pat-
terns realized in their physical appearance, that is, the sounds and characters they
are shaped of. The other side is the co-activation with other visual, auditory, and
olfactory input they cause in human brains, that is, their meaning. As recent stud-
ies have suggested, the systematic entrenchment of such co-activation in word
learning relies on a multi-modal and rich environment. There are natural con-
straints to the range of word-based encoding strategies languages can adopt. The
limit of human memory is just one of the most obvious.

As a consequence, linguistic encoding strategies are the outcome of multi-
ple competing factors. They have to be expressive, but also learnable and usable,
often under time pressure. Considering such competing pressures, it is not sur-
prising that languages do not seem to exploit the full range of possible entropies.
In terms of word entropies, the 1217 languages included in this book only cover
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around 40% of the theoretically possible spectrum. In order for a language to
move towards the extreme ends of this spectrum, it would have to undergo lop-
sided pressure from a single factor. This can be simulated in artificial learning ex-
periments and computationalmodels. For instance, if only pressure for learning is
given, artificial languages tend to collapse into low-entropy states. In natural lan-
guages, however, this is prevented by a drive for expressivity, counterbalancing
the learnability pressure.

The interaction of multiple pressures is probably also the reason for why
word entropies across many languages display a unimodal density distribution.
Inmost cases, learning pressures and expressivity pressures (among others) keep
each other in check, and the majority of languages fall close to the mean entropy
around 9 bits/word. Only if a particular pressure is prevalent throughout the his-
tory of a language, will that language be pushed away from the mean. Hawaiian
and Iñupiatun were given as interesting outliers at the low- and high-entropy
ends.

Overall, the factors that shape lexical diversity were subsumed under three
categories: descriptive, explanatory and grouping factors. In the first category, we
find such linguistic properties as script, word-formation, as well as register and
style. Explanatory factors, on the other hand, are related to population structure,
and, ultimately, to learning and usage preferences of subpopulations. Moreover,
grouping factors are geographic and genealogical patterns that arise from the drift
anddispersal of populations throughout time and space. If wewant to answerwhy
Hawaiian and Iñupiatun have vastly divergent lexical diversities, we could refer
to the relative lack of morphological marking in Hawaiian, keeping the number
of word forms small, while in Iñupiatun morphological marking is more produc-
tive, creating a vast array of word forms. This constitutes a descriptive answer.
An answer with reference to population structure could be that Hawaiian had a
higher percentage of low-exposure learners in its history compared to Iñupiatun.
Low-exposure learning scenarios are likely to introduce learning pressure to the
encoding system. This type of argumentation was called the explanatory perspec-
tive here. Finally, rather than having to do with historically shallow processes of
language change, the reason for the discrepancymight reach further back in time
to Proto-Austronesian andProto-Eskimo-Aleut.Maybe the social settings inwhich
these proto-languages evolved were vastly different in terms of esoteric and exo-
teric learning and usage scenarios. Any languages evolving from these ancestor
populations, not just Hawaiian and Iñupiatun, would then potentially still reflect
such biases. This requires us to also take genealogical grouping into account.

In this account, we have not included any measure of entropy beyond the
word level. It seems very likely that languages will balance out some of the dif-
ferences at other levels of encoding. This is strongly supported by quantitative
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studies that have ventured to measure the complexity of languages and their sub-
systems. However, these studies also suggest that the trade-off is unlikely to be
perfect, in the sense of leading to overall equi-complexity.

Maintaining that a language like Hawaiian has lower entropy and is hence
less expressive than a language like Iñupiatun, will leave a bad taste in themouth
of many linguists. It feels too much like 19th century linguistic and anthropo-
logical theories of Western supremacy. However, the overarching framework of
languages as complex adaptive systems does not support an absolute statement
of the type: complex languages are better than simple languages – or the other
way around. Rather, languages adapt to the sociolinguistic niches they are spo-
ken, written, and signed in. From a CAS perspective, low-entropy languages have
adapted to be learnable and high-entropy languages have adapted to be expres-
sive. Arguing that one language is better than another is like arguing that birds
are better than fish – pointless.

This also sheds new light on the “universalist” versus “variationist” opposi-
tion. There seems to have been a clear preference for the former in the last decades
of linguistic inquiry. One of the most ubiquitous statements in introductions to
language evolution papers and textbooks is that “language is what makes us hu-
man”. Hence, surely there must be something universal across all human lan-
guages, unique to us, something that we can put our finger on when we claim
that human languages are categorically different from any other communication
system. From this perspective, we are biased to think that variation in languages
is just an epiphenomenon, a veil over the underlying unity.

However, maybe this veil is the most interesting aspect of human languages
after all. Maybe the diversity of human languages is exceptional among communi-
cation systems. Compared to the vast majority of animals, humans have adapted
to live in almost any environment on the face of this planet. Their most versatile
and powerful tool, language, has adapted to fit the changing requirements of the
human niche. In this case, a scientific approach to languages does not require
forcing ourselves to believe that they are ultimately all the same, but to embrace,
protect, and explain their diversity.



12 Appendix A: Advanced Entropy Estimators
The following discussion is largely based on Hausser and Strimmer (2009), and
reprinted with slight modifications from Bentz et al. (2017a) Appendix B.

The Miller-Madow estimator

TheMiller-Madow (MM) estimator (Hausser and Strimmer, 2009, p. 1471) aims to
reduce the estimation bias by adding a correction to the ML estimated entropy
such that

�̂�MM = �̂�ML + 𝑀>0 − 1
2𝑁 , (12.1)

where 𝑀>0 refers to the number of types with token frequencies > 0, i.e. 𝑉 in our
definition. Note that the corrective 𝑉 − 1

2𝑁 is relatively big for the 𝑁 < 𝑉 scenario,
and relatively small for the𝑁 > 𝑉 scenario. Hence, it counterbalances the under-
estimation bias in the 𝑁 < 𝑉 scenario of small text sizes.

Bayesian estimators

Another set of estimators derives from estimating𝑝𝑖 within a Bayesian framework
using the Dirichlet distribution with 𝑎1, 𝑎2, ..., 𝑎𝑉 as priors such that

�̂�(𝑤𝑖)Bayes = 𝑓𝑖 + 𝑎𝑖
𝑁 + 𝐴 , (12.2)

where 𝑎𝑖 values essentially “flatten out” the distribution of frequency counts to
overcome the bias towards short tailed distributions (with small 𝑉 ). In parallel
to 𝑁 we have 𝐴 = ∑𝑉

𝑖=1 𝑎𝑖 added to the denominator (Agresti and Hitchcock,
2005, p. 302-303).

Now, depending on which priors exactly we choose, we end up with different
estimated entropies (see also Table 1 in Hausser and Strimmer (2009, p. 1471)).
A uniform Jeffreys prior of 𝑎𝑖 = 1/2 gives us �̂�Jeff , a uniform Laplace prior of
𝑎𝑖 = 1 gives us �̂�Lap, a uniform Perks prior of 𝑎𝑖 = 1/𝑉 gives us �̂�SG, after
Schürmann and Grassberger (1996), who proposed to use this prior. Finally, the
so-called minimax prior of 𝑎𝑖 = √𝑁/𝑉 yields �̂�minmax.

Furthermore, themost recent – and arguably least biased – entropy estimator
based on a Bayesian framework is the Nemenman-Shafee-Bialek (NSB) estimator.
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Nemenman et al. (2002, p. 5) illustrate that the entropies estimated with the other
priors proposed above will be strongly influenced by the prior distributions and
only recover after a relatively big number of tokens has been sampled. Instead of
directly using any specific Dirichlet prior, they form priors as weighted sums of
the different Dirichlet priors, which they call infinite Dirichlet mixture priors. The
resulting entropy estimates �̂�NSB turn out to be robust across the whole range of
sample sizes.

The Chao-Shen estimator

Chao and Shen (2003, p. 432) propose to overcome the problem of overestimating
the probability of each type (in their case species instead of word types) by first
estimating the so-called sample coverage as

̂𝐶 = 1 − 𝑚1
𝑁 , (12.3)

where𝑚1 is the number of types with frequency 1 in the sample (i.e. hapax legom-
ena). The idea is that the number of types not represented by tokens is roughly the
same as the number of types with frequency 1. In this case, the sample coverage
reflects the conditional probability of getting a new type if a token is added to
the sample 𝑁 . This probability is then multiplied with the simple ML estimate
�̂�(𝑤𝑖)ML to get the so-called Good-Turing estimated probability of a type

�̂�(𝑤𝑖)GT = (1 − 𝑚1
𝑁 ) �̂�(𝑤𝑖)ML. (12.4)

Furthermore, Chao and Shen (2003, p. 431) suggest to use the Horvitz-Thompson
estimator to modify the estimated entropy �̂�ML. This estimator is based on the ra-
tionale that if𝑁 tokenshavebeen sampledwith replacement, then theprobability
of the 𝑖𝑡ℎ type not being represented by a specific token is 1 − �̂�(𝑤𝑖)GT . Thus, the
probability of the 𝑖𝑡ℎ type not being represented by any token is (1− �̂�(𝑤𝑖)GT)𝑁,
and, inversely, the probability of it being included in a sample of 𝑁 tokens is
1 − (1 − �̂�(𝑤𝑖)GT)𝑁 . The full specification of the Horvitz-Thompson estimator,
with Good-Turing probability estimates, is then

�̂�CS = −𝐾
𝑟

∑
𝑖=1

�̂�(𝑤𝑖)GT𝑙𝑜𝑔2(�̂�(𝑤𝑖)GT)
1 − (1 − �̂�(𝑤𝑖)GT) . (12.5)
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The James-Stein shrinkage estimator

Finally, Hausser and Strimmer (2009, p. 1472) put forward an entropy estimator
based on the so-called James-Stein shrinkage. According to this approach the esti-
mated probability per type is

�̂�(𝑤𝑖)shrink = 𝜆�̂�(𝑤𝑖)target + (1 − 𝜆)�̂�(𝑤𝑖)ML, (12.6)

where𝜆 ∈ [0, 1] is the shrinkage intensity and �̂�(𝑤𝑖)target is the so-called “shrink-
age target”. Hausser and Strimmer (2009, p. 1473) suggest to use the maximum
entropy distribution as a target, i.e. �̂�(𝑤𝑖)target = 1

𝑉 . This yields

�̂�(𝑤𝑖)shrink = 𝜆
𝑉 + (1 − 𝜆)�̂�(𝑤𝑖)ML. (12.7)

The idea here is that the estimated probability �̂�(𝑤𝑖)shrink consists of two additive
components, 𝜆

𝑉 and (1 − 𝜆)�̂�(𝑤𝑖)ML respectively. In the full shrinkage case (𝜆 =
1) Equation 12.7 yields

�̂�(𝑤𝑖)shrink = 1
𝑉 , (12.8)

i.e. the maximum entropy. In the lowest shrinkage case (𝜆 = 0) Equation 12.7
yields

�̂�(𝑤𝑖)shrink = �̂�(𝑤𝑖)ML, (12.9)

i.e. the ML estimation that is biased towards low entropy. Given empirical data,
the true probability is very likely to lie somewhere in between these two cases
and hence 0 < 𝜆 < 1. In fact, Hausser and Strimmer (2009, p. 1481) show that
the optimal shrinkage𝜆* can be calculated analytically and without knowing the
true probabilities 𝑝𝑖. Given the optimal shrinkage, the probability 𝑝shrink

𝑖 can then
be plugged into the original entropy equation to yield

�̂�shrink = −𝐾
𝑟

∑
𝑖=1

�̂�(𝑤𝑖)shrink𝑙𝑜𝑔2(�̂�(𝑤𝑖)shrink). (12.10)



13 Appendix B: Multiple Regression Assumptions
Linearity
Themultiple regression runhere assumes that a linear relationshipholds between
the dependent variable (�̂�scaled) and the predictor variables (population size, L2
percentage, language status). That this is the case canbe seen in Figure 13.1.1 Here,
a local regression smoother (loess) is overlaid onto the linear regression line. The
confidence intervals of these should always overlap. The only (almost) significant
divergence from linearity is to be found for the relationship between scaled en-
tropy and language status. The local regression smoother is relatively sensible to
variation in the data. Accounting for these idiosyncratic patterns by introducing
non-linear relationships would overfit the data.

Normality
Another model assumption is that the errors (residuals) are approximately nor-
mally distributed. This assumption can be checked with reference to Figure 13.2.
There is a slight left-skew away from the mean value. Arguably, this is a minor
deviation.

Homoscedasticity
It is further assumed that the variation of residuals is relatively uniform across fit-
ted values, i.e. the deviation fromfitted values should not exhibit any clear trends.
This is also called homoscedasticity assumption. To check this, fitted values of the
multiple regressionmodel are plotted versus their residuals (Figure 13.3). The con-
fidence intervals of a local regression model through these data points should al-
ways include the zero line. This is the case here,meaning that the residuals do not
display any so-called heteroscedasticity.

Multicollinearity
Since there are three predictors in the multiple regression model, it needs to be
checkedwhether correlations between them (e.g. the onebetweenpopulation size
and language status)might cause an undue inflation of the variance. The variance
inflation factor (VIF) for the model – calculated with R package fmsb (Nakazawa,
2015) – is relatively low (1.28). A value of 2 is normally given as threshold where
we need to start worrying about multicollinearity.

1 file: Rcode/Chapter8/entropyMultiReg.R
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Figure 13.1: Linearity assumption. Relationship between scaled unigram entropy and popula-
tion size (upper left panel), L2% (upper right panel), and language status (lower left panel).
The linear models (full lines) and their 95% confidence intervals (transparent grey) generally
overlap with the local regression smoother “loess” (dashed line) which is sensitive to non-
linearities in the data.
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Figure 13.2: Normality assumption. Distribution of residuals for the multiple regression model.
The approximated empirical density curves (full line) follow closely the theoretical density
curves (dashed).
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Figure 13.3: Homoscedasticity assumption. Plot of fitted values versus residuals for the multi-
ple regression model. The dashed line indicates a local regression model with 95% confidence
intervals (transparent grey).



14 Appendix C: Mixed-effects Regression
Assumptions

Just as for multiple regression, the requirements of linearity, homoscedasticity,
and normality of the residuals have to be met in the case of a mixed-effects re-
gression (Winter, 2013; Baayen et al., 2008; Jaeger et al., 2011). Additionally, the
so-called Best Linear Unbiased Predictors (BLUPs), i.e. the adjustments of the in-
tercepts and slopes of the random effects, should be normally distributed (Jaeger
et al., 2011, p. 294).

Linearity
The linearity of the relationship between L2 percentage and scaled entropies is
already illustrated in the Appendix13. The linearity assessed for the multiple re-
gression also applies here, since we are dealing with the same data.

Normality
Normality of residuals can be checked with reference to Figure 14.1.
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Figure 14.1: Normality assumption. Distribution of residuals for the mixed- effects regression
model. The approximated empirical density curve (black line) generally follows the theoretical
density curve (dashed).

Homoscedasticity
Homoscedasticity means that the variation of residuals is relatively uniform
across fitted values. To check this, fitted values of the multiple regression model
are plotted versus their residuals (Figure 14.2). The confidence intervals of a local
regression model should include the zero line, which is the case here.
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Figure 14.2: Homoscedasticity assumption. Plot of fitted values versus residuals for the mul-
tiple regression model. The black dashed line indicates a local regression model with 95%
confidence intervals (transparent grey).

Normality of BLUPs
Besides assumptions that have to be met in linear regression models in general,
mixed-effects models also require that the adjustments by random intercepts
and slopes (BLUPs) are normally distributed. This can be checked by means
of quantile-quantile plots (Figure 14.3). The points representing BLUPs should
roughly fall on a line in between the standard normal quantiles from –2 to 2 (on
the y-axis) (Jaeger et al., 2011, p. 294). More precisely, it should be possible to fit
a line through all the confidence intervals of BLUPs. This is possible here.

stock

St
an

da
rd

 n
or

m
al

 q
ua

nt
ile

s

-2

-1

0

1

2

-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5

(Intercept)

region

St
an

da
rd

 n
or

m
al

 q
ua

nt
ile

s

-2

-1

0

1

2

-2 -1 0 1 2

(Intercept)
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